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Abstract 

Solar energy conversion to fuels via photo-electro-catalysis or to electricity via photovoltaics 

involves charge carriers (electrons and holes) that diffuse through the light harvesting material. 

Materials based on inexpensive and abundant transition metals are potentially great absorbers of 

solar light in the visible range. However, the main bottleneck to efficiency is slow charge carrier 

transport in these materials, a deficiency whose understanding and remediation requires atomistic 

level investigations. My research work is focused on the determination of carrier mobility in 

photo-active transition metal-based semiconductors and about finding correlations with their 

chemical compositions and structures. This work involves developing novel tools and approaches 

to characterize charge transfer in periodic crystalline systems.  

Marcus/Holstein theory of electron transfer (ET) models these fundamental processes as a barrier 

crossing mechanism and the developments includes new ways of estimating the kinetic rate 

parameters. We implemented a new modeling capability for the calculation of the electronic 

coupling transition element VAB in CP2K, a widely used ab initio package in materials research 

community.  This development opens the full characterization of electron transfer in the solid 

state. The approach is valid for any single-determinant wavefunction with localized character 

representing the electronic structure of the system, from Hartree-Fock (HF) theory, to density 

functional theory (DFT), and others. 

Secondly, we carried out a new implementation for the periodic DFT formulation of the Maximal 

Orbital Analysis (MOA), a wavefunction analysis method in CP2K. This method of analysis 

helps in the characterization of super-exchange interactions in ET. Given a wavefunction, the 

MOA method defines the maximal projection of the wavefunction onto a subgroup of atoms. 

How much the tail of a “localized” state wavefunction of a charge carrier spreads onto linker 
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bridge fragments, defines the extent of coupling and can be ascertained with fragment-wise 

projections, as performed in MOA.  

Another contribution includes simulating polaron hopping dynamics directly (without resorting 

to the Marcus/Holstein model) and evaluating the activation barrier from the sampled potential 

energy surface. Since ET is a rare-event, accelerated molecular dynamics methods viz., 

hyperdynamics and metadynamics, are needed. The bond length changes can be utilized to define 

a reduced variable space to propagate the dynamics and limiting the phase-space sampling to 

critical areas. The approach removes any assumptions involved in the charge transfer model 

described previously.   

Within the same theme, an alternate way of extracting charge transfer kinetic rates from ab initio 

molecular dynamics (AIMD) might be via the determination of vibrational modes and frequency 

spectra. Finding the frequency of the breathing phonon mode involved in the bond stretches and 

compressions around the charge localized site and its neighbors can give an estimate of the 

activation barrier. Post-processing of the molecular dynamics data through Fourier transform of 

velocity autocorrelation function gives the vibrational spectrum. Compressed sensing is a sparse 

signal reconstruction method, that has the potentially to be a more computationally-efficient 

alternative to Fourier transform. It is explored in this research. The approach gives somewhat of 

a better and faster resolved spectrum with shorter AIMD trajectories, but the density of 

vibrational states remains a challenge in the use of the method.  

The overall aim of developing these methods is to screen materials based on charge transport and 

to arrive at design principles. We accumulated data on polaron transfer barriers to find various 

factors that drive charge transport. Establishing correlations between chemical descriptors (such 

as phonon frequency, elemental ionization potential, electronegativity, and others) with carrier 
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mobility can help in rational design of energy conversion materials and was attempted. The 

limited number of data points remains a challenge. 

Finally, an application of density functional theory to determine the efficacy of covellite (CuS) 

nanoplatelets for water splitting is demonstrated. Oxygen reduction reaction (ORR) pathways 

and electrochemical activity are determined for different surface terminations.  
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Chapter 1 Introduction  

1.1 Materials Genome Initiative 

The Materials Genome Initiative (MGI), launched in 2011 by the US government2 has 

been a tremendous catalyst for accelerating materials research in a wide array of fields, bringing 

together various federal agencies involved in the pursuit of material design and discovery. 

Materials design related to national security, human health, clean energy systems, infrastructure, 

and consumer goods are key areas of focus.  

Figure 1-1. US government infographic on Materials Genome Initiative (MGI) from policy 

website (url: www.mgi.gov ). 

Broad strategic goals defined in the initiative3 are:  

a. to accelerate the pace of materials development and reduce time from conception to 

market 

b. to integrate experiments, computation, and theory with data-driven approaches 

http://www.mgi.gov/
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c. to facilitate access to materials data   

d. to train the next-generation materials workforce 

MGI has been quite successful in building a research infrastructure in the form of several 

interdisciplinary thematic research centers, software tools, materials databases, etc., reminiscent 

of the industrial revolution. There are several success stories in various domains such as 

functional materials, multicomponent materials for additive manufacturing, materials for 

information technologies, materials for health and consumer applications, and materials for clean 

energy.4   

On the theory and computation side, the evolution of modern machines and big data analytics 

has contributed in generating large amounts of data from atomistic calculations, as well as 

deriving novel insights from the data. Transition to exascale computing, with new scalable 

software developments, is enabling researchers to leverage multiscale modeling and high 

throughput screening. MGI has a global impact and has led the way in inspiring other funding 

agencies all over the world to identify and support critical computing infrastructure in materials 

design. One realization of those efforts is a list of well-maintained materials databases 5-12 across 

the world making research data accessible to the community at large:  

a. AFLOW distributed materials property repository 

b. Harvard Clean Energy Project Database 

c. Materials Cloud 

d. Materials Project 

e. NoMaD (Novel Materials Discovery) Repository 

f. Open Quantum Materials Database 

g. Computational Materials Repository 
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h. The Catalyst Genome 

These databases are helping screen materials with desired properties, and inferences drawn by 

machine learning models from these huge datasets have guided experimentation. 

1.2 Climate Change and MGI 

Climate change is one of the major challenges of our time and MGI’s emphasis has been 

on assisting to achieve real solutions. The rise in global temperatures due to human factors has 

increased the frequency of severe weather events viz. wildfires, droughts, coral bleaching, 

floods, and hurricanes. These events have put a heavy burden on countries’ economies, quality of 

life, and their energy infrastructure. A major source of global warming is carbon dioxide emitted 

from fossil fuel consumption, whether it is coal for power generation, or gasoline for 

transportation, or burning of natural gas.  

Due to worker health issues, increasing operating costs, and environmental concerns, 

coal-fired power generation is declining rapidly. For motor gasoline or aircraft fuel, steady 

increase in the number-of-miles-traveled across all transportation modes is a huge matter of 

concern. Although advancements are being made by raising the fuel economy standards to 

reduce the impact on the environment, the continued growth in travel demand outpaces these 

innovations. Emergence of electric vehicles is expected to offset some of these effects. Yet, the 

rising energy demands and the dire need to replace inefficient and limited fossil sources of 

energy require the ability to use renewable energy sources such as solar, wind, geothermal, 

bioenergy and nuclear in energy consumption. 
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Among renewable fuels, solar energy is the most abundant energy resource available to earth. 

Around 173,000 terawatts of solar energy strikes the earth continuously, which is 10,000 times 

more than the world's total energy use.13 Almost 42% of the solar radiation is made up of visible 

spectrum as seen in Figure 1-2. If we can capture and utilize this energy we can create a 

sustainable world for everyone. 

Figure 1-2. The American Society for Testing and Materials (ASTM) G-173 spectra represent 

terrestrial solar spectral irradiance on a surface of specified orientation under US standard 

atmosphere. Major portion of solar radiation is in visible range of 400-700 nm, shaded in 

rainbow color. 

1.3 Materials for Green Energy and Catalysis 

Solar energy conversion via photo-electro-catalysis (PEC) or photovoltaics (PV) for power 

generation involve charge carriers (electrons and holes) created by solar light absorption and that 
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diffuse through the light harvesting material. Favorable materials for such devices should exhibit 

the following features:   

• strong absorption and carrier generation in the visible range of solar spectrum 

• efficient carrier transport  

• high redox reactivity (for photocatalysts) 

• low cost and abundant availability 

Materials based on inexpensive and abundant transition metals have great potential to fulfill 

these requirements. But, the wide range of structures and electronic properties among these 

materials require atomistic level investigations to understand their properties, their limitations, 

and, ultimately, to discover materials with enhanced characteristics, although experimental 

measurements will continue to be needed and essential.  

1.4 Purpose of the study and methodology  

My research work has been focused on determination of carrier mobility in crystalline 

systems and finding correlations with the chemical structure, composition, and environment.  My 

work involved developing novel tools and approaches to characterize system for conversion of 

solar energy to chemical energy in crystalline systems in general.  

Overall, my research dealt with the computation of charge carrier (electron and hole 

polarons) mobility within the framework of Marcus-Holstein theory of polaron transport, 

whereby a two-state model of charge transfer leads to an activation barrier for the polaron hops, 

as depicted in Figure 1-3. Tracing the geometry changes between the localized states gives a 

good prediction of the actual barrier. Thus, estimating these atomistic parameters gives us the 

macroscopic conductivity, we can see here the connection to atomistic hopping kinetics  

𝐼 =  𝜎𝑉        𝜎 = 𝑞 𝜌𝑐  𝜇         
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Here, I is the current, σ is conductivity, V is voltage, q is the charge on the carrier, ρc is charge 

carrier concentration, μ is the mobility of carrier. 

Figure 1-3. A simple diagram depicting Marcus electron transfer pathway between states A and 

B, wherein an activation barrier Ea and electronic coupling matrix element VAB are labeled. 

From classical kinetic theory charge carrier mobility is connected to diffusion coefficient D and 

thermal energy kBT through Einstein-Smoluchowski equation, 

𝜇 =  
𝑞𝐷

𝑘𝐵𝑇
        𝐷 =  𝑅2 𝑛 𝑘𝐸𝑇 

In the diffusion term the kinetic rate of transfer appears as, 

𝑘𝐸𝑇 =  𝐴 ∗ 𝑒𝑥𝑝 [
−𝛥𝐺∗

k𝐵𝑇
] 

where, pre-factor A depends on transmission probability κ, ΔG* is the activation barrier that 

contains a quantity called reorganization energy 𝜆, and the electronic coupling 𝑉𝐴𝐵. We begin 

with the characterization of electron transfer in periodic solid-state systems from ab initio 

calculations and how these kinetic rates are obtained.   

In chapter 2, we show a new implementation for calculation of the electronic coupling 

transition element VAB in CP2K, a widely used ab initio package in materials research 

community.  This development opens the full characterization of electron transfer in solid state. 

The approach is valid for any single-determinant wavefunction with localized character 
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representing the electronic structure of the system, from Hartree-Fock (HF) theory, to density 

functional theory (DFT), hybrid DFT theory, DFT+U theory, and constrained DFT (cDFT) 

theory. The implementation in CP2K reuses the high-performance functions of the code. The 

computational cost is equivalent to only one iteration of an HF calculation. We present test 

calculations for electron transfer in several systems, including a 1D-model of ferric oxide, 

hematite Fe2O3, rutile TiO2, and finally bismuth vanadate BiVO4.     

In chapter 3, we show qualitative analysis of coupling and superexchange involved in 

charge transfer without explicit calculation. We show a new periodic implementation for 

wavefunction characterization based on Maximal Orbital Analysis (MOA), in CP2K. MOA is a 

variant of population analysis methods whereby for a wavefunction, the method defines the 

maximal projection of the wavefunction onto a subgroup of atoms. This helps in rudimentary 

characterization of super-exchange interactions in ET. How much of the tail of a localized-state 

wavefunction spreads onto linker bridge fragments defines the extent of coupling and can be 

ascertained with fragment-wise projections. Both the MOA and VAB implementations include the 

efficient application of corresponding orbitals transformation (COT). 14  

In chapter 4, we look at the direct estimation of activation barriers from molecular 

dynamics simulations. Application of Ab Initio Molecular dynamics has the potential to remove 

assumptions involved in the Marcus-Holstein charge transfer model about the linear pathway. 

The only bottleneck in this process is the polaron hopping process, which is a rare-event and 

occurs at a timescale almost 105 times longer than the atomic vibrations, thus requiring lengthy 

trajectories and huge computational efforts. Polaron hopping events are associated with 

concerted increase and decrease in bonds around the charge localized metal atom and its 

neighbor. Metadynamics is an enhanced sampling method which allows us to use this 
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characteristic by defining a reduced variable space and propagating the trajectory in it, thus 

sampling highly relevant areas of the potential energy surface. We used a variant of 

metadynamics combined with umbrella sampling to explore the potential energy surface. The 

challenge here is in defining an efficient collective variable that truly represents the physics of 

the transfer process. Faster sampling of configuration space with bias and reconstructing free 

energy surface by removing the bias would give us the activation barrier for electron transfer.  

In chapter 5, we look at an alternate way of estimating the activation barrier from 

molecular dynamics. Instead of free energy surface we try to obtain the breathing mode, the 

vibration mode involved in bond stretches and compressions around the charge localized site and 

its neighbor, so that we can estimate the activation barrier. Traditionally, post-processing of MD 

data via Fourier transform of velocity autocorrelation function gives us the vibrational spectrum. 

If we isolate the vibrations associated with the specific set of atoms that are involved in a transfer 

pathway we can find the dominant mode to be the breathing mode. As mentioned before polaron 

hopping is a rare-event and we do need very lengthy trajectory for better resolution of peaks in 

the spectrum. Alternatively, a sparse-signal reconstruction method, called compressed sensing, is 

found to be better than Fourier transform in generating a better resolved vibration spectrum in 

molecules with very short trajectories. 15 

In chapter 6, we derive which chemical descriptors correlate well with conductivity based 

on a dataset of polaron transfer barriers. Current screening pipelines for solar energy conversion 

materials either ignore carrier transport completely or include simplified models viz., effective 

masses of charge carriers. 16, 17 Electron or hole effective masse theories are usually calculated 

from a short range of Brillouin zone, but do not capture the effects of whole band structure. 

Additionally, electron-phonon interactions and phonon-induced trappings or re-excitations in 
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transition metal compounds limit the effective mass approach. To estimate the conductivity from 

effective mass we would need to have the relaxation time of the carriers, which is often assumed 

to be constant in a high throughput study because of the computational complexity. Any insights 

based on this model might be highly sensitive to the level of theory, in particular for the DFT+U 

theory and specifically the Ueff value used in that theory. To overcome some of these 

approximations we use the linear approximation of the Marcus curve as illustrated by Dupuis, et 

al., 18, and is proved to give a good estimate of conductivity in realistic systems.  

In chapter 7, we go beyond the theory and modeling of carrier transport and highlight an 

investigation of chemical reactivity at the surface of materials. Specifically, we show the 

thermodynamic pathways for a photocatalyst, Covellite, in water splitting reaction from ab initio 

calculations. Covellite is one of the dominant copper sulfide minerals with the stoichiometric 

formula CuS. Our experimental collaborators prepared monodispersed hexagonal covellite (CuS) 

nanoplatelets (NPls) and tested the electrochemical activity for the oxygen reduction reaction 

(ORR) in alkaline solution. Size- and shape-dependent electrochemical activity of nanostructures 

reveals relationships between nanostructure design and electrochemical performance. We 

validated the findings of facet selectivity with density functional theory calculations which show 

anisotropy of conductivity and electrochemical activity. The lowest computed oxygen adsorption 

energy was on Cu sites exposed by cleaving covellite along (001) planes through tetrahedrally-

coordinated Cu atoms. These CuS NPl-carbon Nano catalysts provide inspiration for creating 

well-controlled layered nanomaterials for electrochemical applications and open opportunities to 

design new electrocatalysts using transition metal sulfides. 
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Having introduced the core parts of my thesis going forward we will see in greater detail 

the work done in each of the areas. We will start with the estimation of Marcus parameters for 

periodic solids in chapter 2. 
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Chapter 2 Electronic coupling calculation in periodic 

systems 

2.1 Introduction 

The theory of electron transfer (ET) in gas and solution phases has a very long history, 

dating back to the work of Hush and collaborators19 and Marcus and collaborators.20-26 

Fundamentals of the Marcus model have been investigated in numerous computer simulations of 

redox reactions in solution27-36 with a focus on the characterization of the free energy surface, 

and dealing much less with the electronic coupling. A number of reviews are also available about 

electron transfer investigated by computation and simulation in biochemistry.37-40 Modeling of 

charge transport in the solid state (polarons) has also a long history, with the seminal work of 

Friedman and Holstein41, Emin and Holstein42, 43, Austin and Mott44, and Emin45-48 for example, 

and DFT calculations reported in recent years.49-52 At the intersection of the solid state and 

chemistry, the structure and transport of charge carriers in conducting polymers have been at the 

forefront of research for many years.53-61 Indeed the experimental work spurred a great deal of 

theoretical efforts toward the characterization of carriers by Su, Schrieffer, and Heeger62, 63 with 

extensions by Bredas and collaborators in many areas of organics, including organic 

photovoltaics.64-71 Beyond these studies recent years have seen a growing interest in obtaining 

molecular-level details of redox chemistry at oxide surfaces in electrolyte environments.49, 72-81 

Lastly, the recent push for renewable energy and efficient solar-to-electricity and solar-to-fuel 

conversion materials, has greatly increased the interest in understanding and manipulating carrier 

transport in inorganic semi-conductors. 50, 82-90 Several of these studies showed already that 

polaron diffusion mobility extracted from Einstein diffusion model and DFT-derived ET rates 

can be within one order of magnitude of experimental values49, 50, 82 with energy barriers within ~ 
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0.05 eV from experimental values.  We refer the reader to the papers and reviews referenced 

above to experience the breadth of applications involving ET computation and simulation. 

The work described in this chapter deals with a technical development that enables ET 

computation in all these domains, although the driving force for our research has been the 

computation of electron transfer in the solid state. A growing number of studies have appeared 

about carrier transport in the literature, most focusing on energetics parameters such as stability 

and reorganization energy (in Marcus/Holstein parlance). They often leave out the electronic 

coupling VAB that, however, plays a key role as a descriptor of the diabatic or adiabatic nature of 

ET as well as enters the rate expression. In a limited number of these studies, Dupuis and co-

workers18, 91-93 resorted to cluster models to evaluate the electronic coupling. The present work 

overcomes this shortcoming. 

Theoretical studies of ET with n-electron wavefunctions started with Newton and 

collaborators using localized quasi-diabatic (non-orthogonal) states. 31-33, 94, 95 Various 

approaches to calculating the electronic coupling element were developed96-99 and several 

molecular implementations have been available for some time.100, 101 Many studies using semi-

empirical or ab initio Hartree-Fock (HF) theories have been reported.102-104 With the advent of 

density functional theory105, 106 (DFT) and the development of the constrained DFT method 

(cDFT), the interest has shifted to ET described with DFT and cDFT,107-112 both for molecules 

and organic solids. 52, 113-120 Different approaches are used to ‘localize’ the initial and final states 

of ET, including charge- or spin-constrained DFT or fragment-based localization. For a recent 

review, see the work of Oberhofer et al.52  

In the present research, our starting point for localized quasi-diabatic non-orthogonal n-

electron states are molecular or periodic DFT Kohn-Sham wavefunctions with correction for 
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self-interaction error (hybrid functional DFT 121, 122 or DFT+U 123, 124). Like with HF theory, 

they offer a means to obtain localized states without external constraints. Note that our 

formalism is not limited by this ‘requirement’ and can treat cDFT or fragment-projected states as 

well.  We aim to calculate the electronic coupling matrix element for any type of quasi-diabatic 

DFT-based states in molecular or periodic DFT calculations.  

Figure 2-1. Spin density of an electron polaron localized on a Ti site in TiO2. We aim to 

calculate the rate for the polaron to hop between two Ti sites. The blue spheres are polaronic Ti 

atoms, the red spheres are O atoms, and the silver spheres are Ti atoms. 

The present implementation involves a slightly simplified form of the Farazdel 

formulation101 for spin-unrestricted HF wavefunctions, using the corresponding orbitals 

transformation.125 The present work goes beyond the recent work of Bylaska and Rosso126 in that 

we can treat periodic DFT-based wavefunctions, including hybrid functional wavefunctions for 

molecules and periodic solids, DFT+U wavefunctions, and cDFT wavefunctions, that are 

popular in the solid state community. We note that, beyond the issue of the often-prohibitive cost 

of periodic HF calculations, the use of HF theory is problematic as it does not account for strong 

correlation effects existing, for example, in semiconductors. 



www.manaraa.com

14 

 

The chapter is organized as follows: in section 2.2, we present the equations for the 

electronic coupling element valid in a molecular case and in a periodic case. We give details of 

the implementation in the CP2K code that uses Gaussian-type basis functions as the expansion 

set of the one-electron Kohn-Sham (KS) states. In section 2.3 we present and discuss results for 

several benchmark systems, including hole transfer in He2
+ and Zn2

+, electron polaron transfer in 

a 1D chain of OH-bridged FeIII ions, in bulk rutile TiO2, and in bulk hematite Fe2O3, and lastly in 

bismuth vanadate BiVO4. In section 2.2.1, we elaborate on our choice of the exact n-electron 

Hamiltonian for the calculation of VAB as it removes a theoretical ambiguity. In section 2.2.2, we 

give essential details of the code implementation.   

2.2 Formulation and Implementation 

For an excellent review of electron transfer theory, we refer the reader to the recent paper 

by Bylaska and Rosso. 126 An electron polaron transfer in an inorganic solid is depicted in Figure 

2-1 (here TiO2). We are interested in the rate of transfer (hopping) of the electron (polaron) from 

one Ti site to another. The localization of the excess electron density induces a lattice relaxation 

around the localization site. When the lattice relaxation is limited to the region near the 

localization site, we have what is known a small polaron.43 Small polaron transport is prevalent 

in inorganic and organic semi-conductors.65, 127   In the two regimes of diabatic and adiabatic 

transfer, the hop involves a ‘transfer’ of the lattice distortion from one site to the other. Just like 

for molecules, the system can be looked at as a double-well potential, the electron hops back and 

forth from one well to the next at some characteristic frequency which depends on the height of 

the potential barrier.  
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Figure 2-2. Schematic of the two-well potential energy surface associated with electron or hole 

transfer in molecules and in the solid state (reproduced from Farazdel et al. [71]). The solid 

curves are the adiabatic surfaces; the dashed lines depict the diabatic states. QA and QB are the 

equilibrium coordinates of the A state and B state, and Qc represent the coordinates of the lowest 

energy structure on the crossing seam of the diabatic surfaces. λ is the reorganization energy, 

|ΔE| is the exothermicity of the electron transfer, Ed is the diabatic activation energy, Ea is the 

adiabatic activation energy, and VAB is the electronic coupling between states A and B. 

A schematic representation of the potential energy surface (PES) of the system as a function of 

the nuclear coordinates Q is shown in Figure 2-2. The initial state A with the left-localized 

electronic state A resides in a local minimum on the PES that corresponds to its equilibrium 

nuclear configuration QA. The final state B with its right-localized electronic state B resides 

similarly in a local minimum on the PES denoted QB. The two minima may differ in energy, and 

the exothermicity is denoted ΔE. 

The quantity VAB shown in Figure 2-2 plays a key role in ET or polaron transfer theory. It 

is related to the “electronic coupling” 𝑯𝑨𝑩 = ⟨𝚿𝑨|𝑯|𝚿𝑩⟩ between states A and B, where H is 

the total n-electron Hamiltonian (excluding the nuclear kinetic energy and nuclear repulsion 

terms). When HAB = 0, the two (diabatic) surfaces A and B intersect at a crossing seam where the 



www.manaraa.com

16 

 

states have the same energy and the same nuclear configuration. The ET is then a diabatic 

transition governed by the Franck-Condon principle with conservation of energy. When HAB ≠ 0, 

the states A and B do not diagonalize the electronic Hamiltonian H and the degeneracy of the 

states is removed. We have an avoided crossing; the two surfaces are now adiabatic surfaces for 

n-electron states + and - with energies E+ (upper state) and E- (lower state) extracted from the 

22 secular equation arising from writing the wavefunction of the system as a linear combination 

of the two quasi-diabatic states A and B in the framework of the two-state model:  

Ψ+(𝑄) = 𝑐+
𝐴(𝑄)Ψ𝐴(𝑄) + 𝑐+

𝐵(𝑄)Ψ𝐵(𝑄) 

Ψ−(𝑄) = 𝑐−
𝐴(𝑄)Ψ𝐴(𝑄) + 𝑐−

𝐵(𝑄)Ψ𝐵(𝑄) 

𝐻(𝑄)𝐶±(𝑄) = 𝐸±(𝑄)𝑆(𝑄)𝐶±(𝑄) 

𝐶±(𝑄) =  (
𝑐±

𝐴(𝑄)

𝑐±
𝐵(𝑄)

) 

𝐻(𝑄) =  (
𝐻𝐴𝐴(𝑄) 𝐻𝐴𝐵(𝑄)

𝐻𝐴𝐵(𝑄) 𝐻𝐵𝐵(𝑄)
) 

𝑆(𝑄) =  (
𝑆𝐴𝐴(𝑄) 𝑆𝐴𝐵(𝑄)

𝑆𝐴𝐵(𝑄) 𝑆𝐵𝐵(𝑄)
) (2.1)  

with 

𝐻𝐴𝐴(𝑄) =  ⟨Ψ𝐴(𝑄)|𝐻(𝑄)|Ψ𝐴(𝑄)⟩ 

 𝐻𝐵𝐵(𝑄) =  ⟨Ψ𝐵(𝑄)|𝐻(𝑄)|Ψ𝐵(𝑄)⟩ 

𝐻𝐴𝐵(𝑄) =  ⟨Ψ𝐴(𝑄)|𝐻(𝑄)|Ψ𝐵(𝑄)⟩ 

 𝑆𝐴𝐴(𝑄) =  ⟨Ψ𝐴(𝑄)|Ψ𝐴(𝑄)⟩ = 1 

 𝑆𝐵𝐵(𝑄) =  ⟨Ψ𝐵(𝑄)|Ψ𝐵(𝑄)⟩ = 1 

 𝑆𝐴𝐵(𝑄) =  ⟨Ψ𝐴(𝑄)|Ψ𝐵(𝑄)⟩ (2.1) 

The secular equation has the form: 
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|
𝐻𝐴𝐴 − 𝐸 𝐻𝐴𝐵 − 𝐸𝑆𝐴𝐵

𝐻𝐴𝐵 − 𝐸𝑆𝐴𝐵 𝐻𝐵𝐵 − 𝐸
| = 0 (2.2) 

The separation between the adiabatic surfaces is given by: 

∆(𝑄) = 𝐸+ − 𝐸− =
2

(1 − 𝑆𝐴𝐵
2 )

{

1

4
(𝐻𝐴𝐴 − 𝐻𝐵𝐵)2 − (𝐻𝐴𝐴 + 𝐻𝐵𝐵)𝐻𝐴𝐵𝑆𝐴𝐵

+𝐻𝐴𝐴𝐻𝐵𝐵𝑆𝐴𝐵
2 + 𝐻𝐴𝐵

2
}

1
2

(2.3) 

and by convention 

𝑉𝐴𝐵 = 
1

2
∆(𝑄 = 𝑄𝐶) =  

1

(1 − 𝑆𝐴𝐵
2 )

{𝐻𝐴𝐵 −
𝑆𝐴𝐵(𝐻𝐴𝐴 + 𝐻𝐵𝐵)

2
} (2.4) 

 VAB is a key quantity that appears in classical21, semi-classical128, and quantum mechanical129, 130 

treatment of ET theory. The rate expression that ensues in the diabatic regime is 131: 

𝑘𝐸𝑇 = 
2𝜋

ℏ
𝑉𝐴𝐵

2
1

(4𝜋𝜆𝑘𝐵𝑇)
1
2

exp (
−[𝜆 + ∆𝐸]2

4𝜆𝑘𝐵𝑇
) (2.5)

 

 

and in the adiabatic case49 it is: 

𝑘𝐸𝑇 = 𝑖𝜈𝑛𝑒𝑥𝑝 (
−𝐸𝑎

𝑘𝐵𝑇
) 

𝐸𝑎 = −
𝜆

4
+

(𝜆2 + 4𝑉𝐴𝐵
2 )

1
2

2
− 𝑉𝐴𝐵 (2.6)  

In both cases the rate can be determined from the knowledge of λ and VAB. In the present work 

we use Kohn-Sham states to determine the quasi-diabatic states and we use the exact n-electron 

Hamiltonian to determine the state mixing and their interactions. Important theoretical 

considerations governing these choices are expounded upon in greater detail below.  

2.2.1 Considerations about localized states and VAB calculations 

The essential differences between several formalisms and implementations of ET lie the 

quasi-diabatic n-electron states A and B and in the expression used for the evaluation of the 
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Hamiltonian elements HAA, HBB, and HAB. In the recent of work of Bylaska and Rosso126 valid 

for molecular and periodic calculations, A and B are HF states, and H is the total n-electron 

Hamiltonian, the evaluation of which introduces exact exchange terms requiring exact exchange 

integrals as in HF theory. In the work of Van Voorhis and collaborators 109 using cDFT, the A 

and B n-electron states are Kohn-Sham-like states for which constraints have been applied to 

enable charge or spin localization, and the Hamiltonian terms in eq.(1) are taken as the DFT 

Kohn-Sham Hamiltonian. Strictly speaking, the DFT Hamiltonian for A is not the same as the 

Hamiltonian for B since the DFT Hamiltonian is state-specific through the functional of the 

density. As such the KS Hamiltonian depends on the electron density of state A or B 

respectively, albeit it is the case that 
KS KS

A BE E  when the ET process is thermo-neutral. 

If we denote H(1,2,…,n) the total n-electron Hamiltonian operator, and HA(1,2,…,n) and 

HB(1,2,…, n) the Kohn-Sham operators for state A and state B respectively, it follows that: 

𝐻𝐴(1,2,… , 𝑛) ≠ 𝐻(1,2, … , 𝑛) 

𝐻𝐵(1,2, … , 𝑛) ≠ 𝐻(1,2,… , 𝑛) 

𝐸𝐴
𝐾𝑆 = ⟨Ψ𝐴

𝐾𝑆|𝐻𝐴(1,2, … , 𝑛)|Ψ𝐴
𝐾𝑆⟩ ≠ ⟨Ψ𝐴

𝐾𝑆|𝐻(1,2, … , 𝑛)|Ψ𝐴
𝐾𝑆⟩ 

𝐸𝐴
𝐾𝑆 = ⟨Ψ𝐵

𝐾𝑆|𝐻𝐵(1,2, … , 𝑛)|Ψ𝐵
𝐾𝑆⟩ ≠ ⟨Ψ𝐵

𝐾𝑆|𝐻(1,2, … , 𝑛)|Ψ𝐵
𝐾𝑆⟩ (2.7) 

We can project the occupied Kohn-Sham (KS) 1-electron states onto the Hartree-Fock 1-electron 

states (occupied and unoccupied): 

(𝜑1
𝐾𝑆,𝐴, 𝜑2

𝐾𝑆,𝐴, … , 𝜑𝑛
𝐾𝑆,𝐴) = (𝜑1

𝐻𝐹, 𝜑2
𝐻𝐹 , … , 𝜑𝑛

𝐻𝐹) × 𝐶(𝑀,𝑛)
𝐴  

(𝜑1
𝐾𝑆,𝐵, 𝜑2

𝐾𝑆,𝐵, … , 𝜑𝑛
𝐾𝑆,𝐵) = (𝜑1

𝐻𝐹 , 𝜑2
𝐻𝐹 , … , 𝜑𝑛

𝐻𝐹) × 𝐶(𝑀,𝑛)
𝐵 (2.8) 
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where the C’s are Mn matrices, M is the total number of 1-electron HF states, and n is the 

number of 1-electron occupied KS states. It follows that we can expand the KS determinant as a 

linear combination of excited HF determinants, following Lowdin132: 

 

Ψ𝐾𝑆 = 𝑐0Ψ
𝐻𝐹 + ∑𝑐𝑖→𝑎Ψ𝑖→𝑎

𝐻𝐹 + ∑𝑐𝑖,𝑗→𝑎,𝑏Ψ𝑖,𝑗→𝑎,𝑏
𝐻𝐹

𝑎,𝑏

𝑖,𝑗

+ ∑ 𝑐𝑖,𝑗,𝑘→𝑎,𝑏,𝑐Ψ𝑖,𝑗,𝑘→𝑎,𝑏,𝑐
𝐻𝐹

𝑎,𝑏,𝑐

𝑖,𝑗,𝑘

𝑎

𝑖

+ ⋯ (2.9) 

In eq.(A.3) Ψ𝑖,𝑎
𝐻𝐹 , Ψ𝑖,𝑗,𝑎,𝑏

𝐻𝐹 , Ψ𝑖,𝑗,𝑘,𝑎,𝑏,𝑐
𝐻𝐹 , …  denote singly-, doubly-, triply-excited, … determinants 

where occupied orbital i, j, k, … have been replaced by unoccupied orbitals a, b, c, … . In effect 

we can expand the KS determinant as a configuration interaction (CI) expansion involving the 

HF determinant plus singly-excited determinants plus doubly-excited determinants plus … n-

excited determinants.132 It emerges that a single determinant KS wavefunctions can be conceived 

as very compact representations of complex CI wavefunctions based on excited HF 

determinants. In our case, they have the desired character of representing ‘localized’ states, but 

in addition, they also capture a description of electron correlation that HF wavefunctions do not. 

We can apply the variational principle to the two KS n-electron states using the total n-

electron Hamiltonian to obtain the ‘best’ linear combination. This is what is expressed in eqs. (1 

and 2). 

Ψ± = 𝑐±
𝐴Ψ𝐴

𝐾𝑆 + 𝑐±
𝐵Ψ𝐵

𝐾𝑆

𝐻𝐴𝐴 = ⟨Ψ𝐴
𝐾𝑆|𝐻(1,2⋯𝑛)|Ψ𝐴

𝐾𝑆⟩

𝐻𝐵𝐵 = ⟨Ψ𝐵
𝐾𝑆|𝐻(1,2⋯𝑛)|Ψ𝐵

𝐾𝑆⟩

𝐻𝐴𝐵 = ⟨Ψ𝐴
𝐾𝑆|𝐻(1,2⋯𝑛)|Ψ𝐵

𝐾𝑆⟩

(2.10) 

The diagonal terms in the secular equation in eq. (2) of the main text are now the ‘exact’ energies 

associated with the KS determinants (using the exact n-electron Hamiltonian). The off-diagonal 

terms can be calculated through the usual formalism of the “corresponding orbital 
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transformation” (COT) that is a bi-orthogonalization procedure applicable to spin-polarized 

states as described below. Lastly, we note that Marcus/Holstein theory does not tell us how to 

build the quasi-diabatic states: we may use “localized” HF states, “localized” DFT states, 

“DFT+U” states, “hybrid DFT” states, or “constrained DFT” states. The formalism is applicable 

to molecular systems as well as periodic systems, and the computational cost for the calculation 

of VAB is equivalent to one iteration of a HF calculation. 

2.2.2 Energy calculation and contributing terms in CP2K  

The difficulty in evaluating the interaction and overlap terms HAB and SAB between states 

A and B arises from the non-orthogonality of the (1-electron states) orbitals a and b. The 

corresponding orbital transformation (COT) of King et al.125 defines a unitary transformation of 

the a orbitals of state A and another one for the b orbitals of state B that make the transformed 

orbitals mutually orthogonal between states A and B, thus facilitating the calculation of SAB and 

HAB:  

𝑎 = |𝜇⟩𝐴 

𝑏 = |𝜇⟩𝐵 

𝐷 = 𝐴†⟨𝜇|𝜇⟩𝐵 

𝑎̂ = 𝑎𝑉 =  |𝜇⟩𝐴̂ 

𝑏̂ = 𝑏𝑈 =  |𝜇⟩𝐵̂ 

𝐷 = ⟨𝑎|𝑏⟩ 

𝑑̂ = ⟨𝑎̂|𝑏̂⟩ = 𝑈†𝐷𝑉 (2.11) 
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In eq.(2.11), |𝜇⟩ denotes the one-electron basis set used in the expansion of the 1-electron states 

a and b. We obtain a generalized density matrix P from the transformed orbitals that enables the 

calculation of 1- and 2-electron contributions to the Hamiltonian matrix element HAB: 

𝑃 = 𝐴̂𝑇𝐵̂ 

Ω𝐴𝐵
(1)

= (𝑑𝑒𝑡𝑈)(𝑑𝑒𝑡𝑉†)∑𝑃𝜇𝜈𝜔𝜇𝜈
(1)

𝑀

𝜇𝜈

 

𝜔𝜇𝜈
(1)

= ⟨𝜒𝜇|𝜔(1)|𝜒𝜈⟩ 

𝑇𝑖𝑖 = ∏𝑑̂𝑗𝑗

𝑁

𝑗≠𝑖

 

𝑝𝑟𝑜𝑑 =  ∏𝑑̂𝑘𝑘

𝑁

𝑘=1

 

Ω𝐴𝐵
(2)

=
1

2
(𝑑𝑒𝑡𝑈)(𝑑𝑒𝑡𝑉†)(𝑝𝑟𝑜𝑑)−1 ∑ 𝑃𝜇𝜈𝑃𝜆𝜎{⟨𝜇𝜈|𝜆𝜎⟩ − ⟨𝜇𝜎|𝜆𝜈⟩}

𝑀

𝜇𝜈𝜆𝜎

(2.12)  

We note that the generalized density matrix P is not symmetric due to the differently localized 

states A and B. To take advantage of existing functionalities in CP2K that are extensively tuned 

for massively parallel processing, we have found it convenient to decompose P into a symmetric 

matrix and an anti-symmetric matrix: 

𝑃 = 𝑃𝑠𝑦𝑚 + 𝑃𝑎𝑛𝑡𝑖 

𝑃𝑠𝑦𝑚 =
𝑃 + 𝑃†

2
 

𝑃𝑎𝑛𝑡𝑖 =
𝑃 − 𝑃†

2
(2.13)  

Here, we gather for convenience the essential equations embodied in CP2K that are relevant to 

the calculation of VAB developed here. CP2K implements a mixed Gaussian and plane wave 
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method to perform efficient ab initio calculations.133-142 CP2K is highly parallel and scales 

linearly with the system size even for condensed phase systems. The essential feature of the 

Gaussian and plane wave approach is the dual representation of the electron density that allows 

an efficient treatment of electrostatics. We implemented our calculation of VAB within the 

GAPW (Gaussian augmented plane wave) and GPW(Gaussian Plane Wave) formalisms of 

CP2K 134, 135 making use of many routines available in CP2K, 137, 138 in particular the Coulomb 

engine and the exchange engine. The re-use of subroutines was made possible because of the 

decomposition of the generalized density matrix in the VAB calculation into a symmetric 

component and an anti-symmetric component.  

The expression for the total energy of a molecular or crystalline system in the GPW[136] 

formalism is as follows: 

𝐸𝑇𝑜𝑡𝑎𝑙  =  𝐸𝑇[𝑛] + 𝐸𝑉[𝑛] + 𝐸𝐻[𝑛] + 𝐸𝑋[𝑛] + 𝐸𝐼𝑜𝑛−𝐼𝑜𝑛

= ∑𝑃𝜇𝜈 〈𝜑𝜇(𝒓) |−
Δ

2
|𝜑𝜈(𝒓)〉

𝜇𝜐

+ ∑𝑃𝜇𝜈〈𝜑𝜇(𝒓)|𝑉𝑛𝑙
𝑃𝑃(𝒓, 𝒓′)|𝜑𝜈(𝒓)〉 + ∑𝑃𝜇𝜈〈𝜑𝜇(𝒓)|𝑉𝑙𝑜𝑐

𝑃𝑃(𝒓, 𝒓′)|𝜑𝜈(𝒓)〉     (2.14)

𝜇𝜐𝜇𝜐

+ 4𝜋Ω ∑
𝑛̌∗(𝑮)𝑛̌(𝑮)

𝑮2
|𝑮|<𝐺𝐶

 + 𝐸𝐻𝐹𝑋 + 
1

2
∑

𝑍𝐼 − 𝑍𝐽

|𝑹𝐼 − 𝑹𝐽|
𝐼≠𝐽

 

where n denotes the electron density, T is the electronic kinetic energy, V is the electronic 

potential energy, H is the Hartree energy, X is the exchange energy (exchange correlation in case 

of DFT), and PP stands for pseudo-potential.  

The use of pseudo-potentials is a well-established technique to represent the nuclei and 

core electrons. They have local and non-local parts. The long-range contribution to the local part 

of pseudo-potentials to the energy, the Hartree energy, and the ion-ion nuclear interaction energy 
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are grouped together as electrostatic interactions. They are treated via Ewald sum on a FFT grid. 

The short-range part of the local pseudopotentials is treated on a real grid. 

𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐  =  ∫𝑉𝑙𝑜𝑐
𝑃𝑃(𝑟)𝑛(𝒓)𝑑𝒓 + 4𝜋Ω ∑

𝑛̌∗(𝑮)𝑛̌(𝑮)

𝑮2
|𝑮|<𝐺𝐶

+ 
1

2
∑

𝑍𝐼 − 𝑍𝐽

|𝑹𝐼 − 𝑹𝐽|𝐼≠𝐽

(2.15) 

For computational convenience a Gaussian core charge is introduced for each nucleus so that the 

above expression becomes: 

  

𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐  =  ∫𝑉𝑙𝑜𝑐
𝑆𝑅(𝑟)𝑛(𝒓)𝑑𝒓 +

Ω

2
∑𝑛̃𝑡𝑜𝑡

∗ (𝑮)
4𝜋𝑛̃𝑡𝑜𝑡(𝑮)

𝑮𝟐

𝑮

+ 
1

2
∑

𝑍𝐼𝑍𝐽

|𝑹𝐼 − 𝑹𝐽|
erfc

[
 
 
 

|𝑹𝐼 − 𝑹𝐽|

√𝑅𝐼
𝑐2

+ 𝑅𝐽
𝑐2

]
 
 
 

𝐼≠𝐽

− ∑
1

√2𝜋

𝑍𝐼
2

𝑅𝐼
𝑐

𝐼

                                         (2.16) 

The last three terms are the total Hartree energy (EH), the ‘nuclear overlap’ energy (Eovrl), and the 

self-energy (Eself). The electron density in GAPW is treated differently as compared to GPW. It 

is divided into three parts, a smooth global density distributed over the whole space, and two 

non-overlapping atom centered soft and hard densities. These densities are constructed such that, 

within the region around the atoms, the soft density cancels the all-inclusive smooth density, and 

in the interstitial regions, soft and hard densities cancel out.   

𝑛 = 𝑛̃ − 𝑛̃1 + 𝑛1 

𝑛1 = ∑ 𝑛𝐴
1

𝐴

 

𝑛̃1 = ∑𝑛̃𝐴
1

𝐴

(2.17)  

where, 𝑛 = electron density, 𝑛̃ = smooth global density, 𝑛̃1=atom-centered soft density, and 

𝑛1=atom-centered hard density. More details on the construction of densities can be found in 
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Lippert et al.134, 135 The Hartree energy term is computed in two parts, one with the smooth 

global density using a poisson solver on FFT grids, and the second part on an atomic Lebedev 

grid (spherical grid) with the atom-centered densities. Therefore  

𝐸𝐻[𝑛 + 𝑛𝑍] = 𝐸𝐻[𝑛̃ + 𝑛̃0] + ∑𝐸𝐻[𝑛𝐴
1

𝐴

+ 𝑛𝐴
𝑍] + ∑𝐸𝐻[𝑛̃𝐴

1

𝐴

+ 𝑛𝐴
0] + 𝐸𝐻[𝑛0] − 𝐸𝐻[𝑛̃0]      (2.18)

+ ∫𝑑𝒓 𝑉𝐻[𝑛0 − 𝑛̃0]𝑛̃  

where, the operators EH and VH are: 

 

𝐸𝐻[𝑛] =
1

2
∬𝑑𝒓 𝑑𝒓′

𝑛(𝒓) 𝑛(𝒓′)

|𝒓 − 𝒓′|
 

𝑉𝐻[𝑛](𝒓) = ∫  𝑑𝒓′
 𝑛(𝒓′)

|𝒓 − 𝒓′|
(2.19) 

The HF Exchange energy calculation is calculated for the Γ-point only for periodic systems in 

CP2K, and makes use of a truncated coulomb operator using Gaussian basis sets. 

Implementation details can be found in papers by Guidon, et al.[137, 138, 143]  

𝐸𝑥
𝑃𝐵𝐶 = −

1

2𝑁𝑘
∑∑∬ 𝜓𝑖

𝒌(𝑟1)𝜓𝑗
𝒌′

(𝑟1)𝑔(|𝑟1 − 𝑟2|)𝜓𝑖
𝒌(𝑟2)𝜓𝑗

𝒌′
(𝑟2) 𝑑

3𝑟1 𝑑
3𝑟2

𝒌,𝒌′𝑖,𝑗

 (2.20) 

For the purpose of our VAB calculation, we needed to separate HAB into:  

1. two-electron contributions - coulomb (or Hartree) and exchange  

2. one-electron contributions - nuclear attraction and kinetic energy and  

3. nuclear energy (ion-ion).  

The three contributions to the energies (Coloumb, ion-ion, and nuclear attraction) were obtained 

by three successive calls to the Poisson solver, the first time providing the electron density only, 

the second time providing the nuclear density only, and the third time providing the total density.  
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 1 2 3 

Energy contributions elec-elec nuc-nuc 
nuc-elec, kinetic 

energy 

Associated CP2K function calls 2e- energies 0e- energies 1e- energies 

Exchange: hfx_ks_matrix() 

symmetric and 

anti-symmetric 

parts 

- - 

E_Hartree: pw_poisson_solve() 
call with electron-

only density 

call with 

nuclear-only 

density 

Regular call with 

combined (1 + 2) 

density  

E_Hartree_1centered: 

Vh_1c_gg_integrals() 

call with electron-

only density 

call with 

nuclear-only 

density 

Regular call with 

combined (1 + 2) 

density 

Self-energy: 

calculate_ecore_self() 
- Analytical term - 

Potential energy: 

build_core_hamiltonian_matrix() 
- - 

from core 

Hamiltonian 

Kinetic energy: 

build_core_hamiltonian_matrix() 
- - 

from core 

Hamiltonian 

Summation by column gives: 

Coulomb + 

Exchange 

energy 

Ion-ion 

interaction 

energy 

Ion-electron 

attraction 

energy 

Table 2-1. Outline of one-electron, two-electron, and nuclear energy contributions obtained by 

splitting the subroutine calls within the ‘quick-step’ code and its construction of the Kohn-Sham 

matrix in CP2K. 

Subtraction of the electron-only and nuclear-only energies, from the energy obtained with the 

combined density, yielded the one-electron contribution. We note that a part of the nuclear-only 

energy term cancels out a term in the pseudopotential contribution and hence the nuclear-only 

energy is equal to the pure nuclear energy only in cases of all-electron calculations. A similar 

procedure was applied to the one-center Hartree energy terms. The HFX routine provides the 

two-electron exchange energy. In the end the various energy contributions were gathered as 

shown in Table 2-1. 

When using the GPW formalism, there are no 1-centered Hartree energy terms. GAPW 

requires much care and tuning of parameters on a case-by-case basis, so that for periodic 
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calculations it may be preferable to use the GPW method. GAPW and GPW results come out to 

be the same for VAB calculations. For all-electron calculations the GAPW method is necessary. 

Convergence with respect to the radial atomic grids and the FFT grid must be checked to get 

accurate values of VAB. 

For the calculation of VAB, the COT method requires the orbitals of both initial and final 

states. For the sake of convenience, this is done in CP2K in a mixed energy calculation setup so 

that both states are available in the quick-step force environment at the same time. Generating 

the two localized states in itself require making use of broken symmetry section in CP2K, or 

Hubbard U, or constrained DFT, which are not discussed here. Using the generalized density 

matrix obtained from the initial and final state orbitals, a single step of HF energy calculation is 

carried out to obtain the segregated one-electron and two-electron contributions as shown in 

Table 2-1.  

We make use of the partitioning of the generalized density matrix into a symmetric 

matrix and an anti-symmetric matrix. For the Coulomb and one-electron terms the symmetric 

part of the generalized density matrix suffices as the operators are symmetric. However, for the 

calculation of exchange energy, both parts are needed, and two ‘exchange’ calculations are 

carried out by passing symmetric and anti-symmetric matrices. The two contributions are 

summed up in the end. When using DFT-based states as initial and final states (non-HF orbitals) 

as input, then the theory developed above requires that we calculate the exact HF energy HAA 

and HBB (these quantities are already available if initial and final states are HF states). Finally, 

we assemble VAB by multiplying the energy contributions with the appropriate pre-factors. 
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2.2.3 Implementation in CP2K  

We adapted the implementation by Farazdel in HONDO 144 to the CP2K 133 program, which 

can deal with periodic calculations. A summary of the steps includes: 

Obtain the molecular orbitals of both states, A and B, at a DFT/HF/Hybrid-DFT/cDFT/DFT+U 

level of theory in CP2K.  

For both alpha and beta spins, do the following: 

I. Calculate the overlap matrix D from 𝐃 =  𝐁†𝐒𝐀, where A and B are eigenvectors of the 

quasi-diabatic states obtained in step 1, and S is the overlap matrix over the atomic 

orbitals. 

II. Carry out the COT transformation (one for spin α, and one for spin β) by singular value 

decomposition of matrix D, where   𝐝 = 𝐔†𝐃𝐕. 

III. U and V are unitary matrices and their determinants are equal to one. This can be an 

internal check during implementation. 

IV. Form the matrices 𝑨̂, 𝑩̂, 𝑻, and the generalized density matrix 𝑷 .   

V. Compute the overlap as 𝑺𝑨𝑩 = (det𝐔)(det  𝐕†)  

VI. Compute one-electron and two-electron energy contributions to HAB by making use of 

CP2K functions for the efficient calculation of the Hartree potential and electron 

Coulomb energy as well as the HF exchange energy. In this step, we make use of the 

partitioning of the generalized density matrix into a symmetric and an anti-symmetric 

contribution. The relevant equations in CP2K are highlighted in Appendix B. Finally, 

compute VAB. 

The code is implemented within a fork of publicly available CP2K-6.1 version. An input section 

“&VAB” provides the HF calculation parameters required during the VAB calculation in cases 



www.manaraa.com

28 

 

when the orbitals are not HF orbitals. CP2K’s object-oriented design helps in replicating the HF 

options under the VAB section. The input section is placed as part of the ‘mixed’ section as 

illustrated below: 

========================================== 

&FORCE_EVAL 

&MIXED 

... 

    &VAB 

        DO_VAB .TRUE. 

        &HF 

           FRACTION 1.0  !Must be 1.0 

           !Other optional sections for setting up HF calculation as in 

            !Guidon, et al.’s papers on HF implementation in CP2K  137, 138, 143 

            !HF_INFO 

            !INTERACTION_POTENTIAL 

            !LOAD_BALANCE 

            !MEMORY 

            !PERIODIC 

            !SCREENING  

        &END 

    &END 

... 

&END 

&END 

==========================================  

 

In brief, we needed to address two issues. The first one was related to the well-known 

self-interaction error of DFT that makes it hard to ‘localize’ electrons. We can use HF and 

hybrid DFT theory that are computationally expensive and at times prohibitive in periodic 

calculations. Alternately, we can use DFT+U theory that is computationally efficacious and 

yields charge or spin-localized states. For Hamiltonian operator, we use the exact n-electron 

Hamiltonian (as we would for periodic HF theory) but we used the n-electron KS determinants 

to set the secular equation of eq.(2). In essence, we calculate the HF energy and coupling term of 

the KS-DFT states. Using the exact n-electron Hamiltonian is now computationally affordable 

owing to the availability of efficient computer codes for periodic calculations that can treat the 
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exact exchange of HF theory137, 145, 146 and the fact that our VAB calculation involves the 

equivalent of a single HF iteration, a very tractable cost. For molecular calculations the 

formalism is rather straightforward in contrast to periodic calculations that make use of Bloch 

states with their k-points in the first Brillouin zone to account for periodicity.147 the 

corresponding orbital transformation may be carried out for each k point independently.126 The 

present implementation in the CP2K code148 deals solely with the Γ point. Source code and 

inputs for test cases are available at https://github.com/pavankum/cp2k-vab. 

As mentioned above, the calculation cost is that of a single iteration of HF calculation. 

For a bulk system finding the optimized geometry at HF level consumes lot of computation 

power and practically very difficult. The computation cost of HF is 𝑂(𝑛4) ,where n is the 

number of basis functions. So, with our approach we bring down the cost and here are the 

speedups that can be achieved for every step of HF that is avoided by doing a DFT level 

calculation of the system: 

 

 
Time for 

one step of 

HF energy 

evaluation 

in cpu 

hours 

Average 

time for 

one step 

of gopt 

with 

DFT+U 

in cpu 

hours 

Speedup based on 

execution times 

(HF/DFT+U) 

# of sph. 

ERIs 

calculated 

# of 

sph. 

basis 

fns 

Hematite 19388.9 6 3154 1.57E+13 3348 

TiO2 15565 2 6396 8.69E+11 1620 

BVO 3723 8 466 1.72E+11 1080 

Table 2-2 Speedup that can be achieved per step if HF treatment is replaced with DFT level 

theory for VAB calculation.  

Parallel performance of VAB calculation is demonstrated, in figure 2-3 below, with increase in 

number of processors. The speedup is evaluated with p=4 number of processors as the base case 

https://github.com/pavankum/cp2k-vab
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since the runs with p=1 with this parallel code are slower and that shows a false super-linear 

speedup. The number of processors is scaled accordingly by dividing with 4 in the graph. This 

shows very good strong-scaling performance.  

 

Figure 2-3 Speedup showing strong-scaling performance in VAB calculation. 

The drop in the computation time with increase in processors is shown in figure 2-4 for the case 

of linear chain of iron with 7 units described in section 2.3.3.  
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Figure 2-4 Computation time with respect to increase in processors. 

2.3 Application Examples 

In this section we describe test calculations that can be compared with calculations performed 

with other codes or previously published calculations. The systems include He-He(+), Zn-Zn(+), a 

one-dimensional model of iron oxide, hematite Fe2O3, and TiO2 rutile. Lastly we calculate VAB 

for an electron polaron transfer in BiVO4 , a semiconductor with strong photocatalytic 

efficiency.85, 86 All the pictorial representations of atomic systems were made using VMD 

visualization software. 149 

2.3.1 He2
+ dimer 

We calculated the electronic coupling for electron transfer in a helium dimer cation He-He(+) 

using the HF level of theory in CP2K and our new implementation of VAB. We selected a 

minimal basis set 150 for these all-electron calculations. Results at different inter-nuclear 

distances were validated against the Hondo implementation101 and are shown in Table 2-2. The 

data show excellent numerical agreement with the molecular code (differences less than 10-4 of 

the magnitude of VAB, in particular ~ 0.1 cm-1 out of ~5000 cm-1). What matters here is the 

excellent numerical accord. These results validate the correctness of the new VAB module based 

on the Coulomb engine in CP2K. 
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Figure 2-5. 𝐻𝑒2
+ electronic coupling calculated in CP2K via the COT method with HF orbitals, 

compared with HONDO values for the same method. 

 

 He-He(+) CP2K CP2K HONDO HONDO 

r (Å) VAB [cm-1] |SAB| VAB [cm-1] |SAB| 

2.0 5373.714 5.1471E-01 5373.820 5.1472E-01 

2.5 1754.505 1.5906E-01 1754.527 1.5907E-01 

3.0 550.378 4.9504E-02 550.381 4.9505E-02 

3.5 167.995 1.5075E-02 167.995 1.5075E-02 

4.0 48.060 4.3110E-03 48.060 4.3105E-03 

5.0 2.425 2.1647E-04 2.425 2.1789E-04 

6.0 0.051 4.5515E-06 0.051 4.5927E-06 

 Table 2-3. 𝐻𝑒2
+ electronic coupling calculated in CP2K via the COT method with HF orbitals, 

compared with HONDO values for the same method.  

2.3.2 Zn2
+ dimer 

We calculated the electronic coupling VAB for electron transfer in a zinc dimer cation, Zn-Zn(+), 

again using the HF level of theory in CP2K. The hole occupies the 4s atomic states of Zn in the 

left-localized and right-localized states.  Both all-electron and pseudopotential calculations were 

performed, and results are given in Table 2-3.  
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Figure 2-6. Electronic coupling VAB and overlap SAB calculated for 𝑍𝑛2
+ with CP2K via the COT 

method using HF orbitals in this work, compared to cDFT orbitals in ref. 109 and the GMH 

formalism in ref. 97. 

We used the DZVP-ALL basis set provided with CP2K 150 for the all-electron 

calculations. We also used the zinc GTH pseudopotential 151-153 and associated basis set with 12 

valence electrons. The two levels of theory, GAPW and GPW that use pseudo potentials yield 

results in very close numerical accord. The all-electrons results are somewhat larger. We 

attribute this fact to the basis set which is different between the all-electron and the pseudo-

potential calculations. The values of VAB decrease with increasing inter-nuclear distance. Our 

calculations are in good qualitative accord with the work of Wu and Van Voorhis using cDFT109 

and the work of Cave and Newton using the Generalized-Mulliken-Hush (GMH) approach.97 
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5.0 1468.753 1227.365 1227.216 1245.491 1593.386 

6.0 445.603 279.808 279.797 303.899 474.065 

7.0 124.676 56.300 56.300 74.560 136.733 

8.0 30.781 8.720 8.720 13.908 37.530 

9.0 6.635 1.006 1.006 3.301 9.657 

 |SAB| |SAB| |SAB|   

5.0 6.1150E-01 6.7675E-01 6.7675E-01   

6.0 1.8670E-01 1.5434E-01 1.5433E-01   

7.0 5.2945E-02 3.2611E-02 3.2611E-02   

8.0 1.3147E-02 5.1359E-03 5.1358E-03   

9.0 2.8482E-03 5.9190E-04 5.9186E-04   

Table 2-4. Electronic coupling VAB and overlap SAB calculated for 𝑍𝑛2
+ with CP2K via the COT 

method using HF orbitals in this work, compared to cDFT orbitals in ref. 109 and the GMH 

formalism in ref. 97. 

2.3.3 One-dimensional periodic iron oxide chains  

We used CP2K to calculate VAB in one-dimensional periodic chains of 7, 9, and 11 

Fe(OH)2(H2O)2
(+) units with one excess electron, following the work of Bylaska and Rosso. 126 

The excess electron was localized on one of the FeIII atoms making it FeII, thus the net effective 

charges on the 7-, 9-, and 11-unit cells were +6, +8, and +10 respectively. In these model  

systems, the iron atoms are in ferric high spin 3d5 states. The localized character of the A and B 

states was monitored through the Mulliken spin population of the Fe 3d atomic shells, high spin 

3d4 for Fe(II) with the localized electron vs. high spin 3d5 for Fe(III). The lengths of the  

respective unit cells were 21.385 Å, 27.495 Å, and 33.605 Å in the X-direction. In the Y- and Z-  

directions, we used a box size of 35 Å.  
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The calculations were done using the GPW method and the HF level of theory for direct 

comparison with Bylaska-Rosso.126 A truncated potential with cutoff radius equal to half of the 

smallest cell parameter was used for both HF and VAB calculations. A modified DZV basis set  

150 (in which we removed the f polarization functions from the Fe basis set, the d functions from 

the O basis set, and the p functions from the H basis set) and GTH pseudopotentials  151-153 were 

used for Fe, O and H atoms. The results are given in Table 2-4. 

In these calculations (and the calculations below for hematite, rutile, and bismuth vanadate), we 

calculated the nine intermediate points along the selected reaction pathway, in addition to 

calculating states 0 (state A) and 1 (state B). ΔG* given in the table refers to the energy of the 

mid-point along the ‘reaction pathway’. λ is the reorganization energy which is the energy gap 

between the left-localized state at its optimized geometry (state 0) and the right-localized state at 

the optimized geometry of state 0.  In accord with Marcus theory, ΔG* and λ/4 ought to be equal 

when the states are quasi-diabatic, with a harmonic potential, and the ET process is thermo-

neutral (localized on a single site). That this is the case in our calculation can be seen in Table 2-

4. The adiabatic barrier is equal to ( ΔG* - VAB ) .  

Figure 2-7. Structure of the ferric oxide 1D-model with 7 units. The system is periodic. The 

excess electron is localized on the third Fe atom in state A and transfers to the fourth Fe atom in 

state B (as depicted with the blue arrow). The orange spheres are Fe atoms, the red spheres are O 

atoms, and the white spheres are H atoms. 
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1D Fe(III) 

model 

(HF theory) 

7 units 

(this work) 

9 units 

(this work) 

11 units 

(this work) 

7 units 

(ref. 97 ) 

9 units 

(ref. 97) 

11 units 

(ref. 97) 

ΔG* (eV) 0.531 0.544 0.528 0.562 0.544 0.607 

λ/4 (eV) 0.521 0.539 0.518 0.521 0.528 0.524 

VAB (eV) 0.257 0.239 0.265 0.218 0.222 0.226 

Adiabatic 

barrier (eV) 
0.273 0.305 0.263 0.326 0.340 0.381 

Overlap |SAB| 0.088 0.081 0.091    

Table 2-5. VAB for ET of an electron polaron in a 1D periodic chain [Fe(OH)2(H2O)2
(+)]n with 

n=7, 9, and 11 units calculated with the HF level of theory. ΔG* is the relative energy of the 

mid-point along the reaction pathway, λ is the reorganization energy, VAB is the electronic 

coupling, and the adiabatic barrier is equal to ( ΔG* - VAB ) 

In Figure 2-8 we display the alternating character of the Fe-(OH) bonds along the chain for the 

CP2K optimized electron polaron state localized on a Fe atom at the middle of the 11-unit chain 

obtained with the HF level of theory. The results are in good agreement with the work of Rosso 

and Dupuis154 and Bylaska and Rosso126, all of them using HF theory but different basis sets. 

 Figure 2-8 Fe-OH bonds along the chain. The localized excess electron is at position 0. The 

distances in the 7- and 9-unit systems are not distinguishable from those of the 11-unit system. 
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The polaronic wave of bond length alternations attenuates at ~ five Fe atoms away from the 

reduced Fe atom. 

For the 7-unit system, we used also the BLYP+U level of theory155, 156 with different +U 

values on the 3d atomic orbitals of Fe. The results are shown in Table 2-5. Here the 

wavefunction accounts for some electron correlation effects, leading to a lowering of the diabatic 

barrier. With increasing +U values (on Fe), the overlap SAB decreases, a sign that the excess 

electron resides in an orbital that is more and more tightly localized. 

 

BLYP+U, 

U = 5 

BLYP+U,  

U = 6 

BLYP+U, 

U = 7 

BLYP+U, 

U = 8 

BLYP+U, 

U = 9 

BLYP+U, 

U = 10 

ΔG* (eV) 0.443 0.444 0.443 0.441 0.469 0.469 

λ/4 (eV) 0.405 0.407 0.383 0.391 0.424 0.425 

VAB (eV) 0.127 0.172 0.178 0.178 0.171 0.160 

Adiabatic barrier 

(eV) 
0.317 0.273 0.265 0.263 0.297 0.310 

Overlap |SAB| 0.329 0.179 0.115 0.084 0.063 0.048 

Table 2-6. VAB for a periodic chain of 7-units [Fe(OH)2(H2O)2
(+)]7 calculated with BLYP+U 

orbitals and different +U value. ΔG* is the energy of the mid-point along the reaction pathway, λ 

is the reorganization energy, VAB is the electronic coupling, and the adiabatic barrier is equal to 

(ΔG* - VAB) 

2.3.4 Bulk hematite Fe2O3 

We calculated VAB for electron transfer in the basal plane of bulk hematite, using the 

BLYP+U orbitals level of theory. A 3x3x1 supercell was used with cell parameters [a=14.725 Å, 

b=14.725 Å, c=13.267 Å], and [α=90, β=90, γ=120]. A modified DZV basis set 150  (DZVP basis 

set without f polarization functions on Fe and without d functions on O) was used for both Fe 

and O atoms along with GTH pseudopotentials. 

An excess electron was localized on one of the Fe atoms as state A and on a neighbor Fe 

atom in the basal plane as state B. We used +Ueff values = 6.0 eV, 8.0 eV, and 10.0 eV applied to 

the 3d orbitals of Fe. Iordanova et al. 92 reported a value of VAB ~ 0.19 eV for a basal plane hop 
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in high spin configuration, to be compared to ~ 0.04 eV obtained here. We note that the 

reorganization energy calculated with BLYP+U increases with the value of +U. It remains 

smaller than with the HF theory. The diabatic barrier ΔG* is found to be somewhat smaller with 

periodic BLYP+U theory than with cluster HF theory. VAB is smaller with BLYP +U compared 

with cluster HF. Overall the accord is satisfactory given the differences in levels of theory 

between the two calculations (cluster HF vs. periodic BLYP+U), in basis sets, and lastly in the 

use of a cluster model for the VAB calculation by Iordanova et al. 92  

Hematite 

Fe2O3 

BLYP+U, 

U = 6 eV 

BLYP+U, 

U = 8 eV 

BLYP+U, 

U = 10 eV 

HF cluster 

Ref. 92 

ΔG* (eV) 0.218 0.265 0.290 0.380 

λ/4 (eV) 0.200 0.253 0.294 0.355 

VAB (eV) 0.040 0.042 0.045 0.190 

Figure 2-9. Fe2O3 hematite supercell with layers of spin-up [cyan ■] and spin-down [green ■] 

densities on FeIII atoms. The hop between two Fe atoms in a basal plane is marked in blue color. 

For clarity, the spin density contours are turned off for the down spin in the top picture. The 

orange spheres are Fe atoms, the red spheres are O atoms. 
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Adiabatic 

barrier (eV) 
0.178 0.223 0.245 0.190 

Overlap |SAB| 0.023 0.016 0.011  

Table 2-7. VAB for electron transfer in basal plane for bulk hematite from BLYP+U orbitals 

using CP2K. ΔG* is the energy of the mid-point along the reaction pathway, λ is the 

reorganization energy, VAB is the electronic coupling, and the adiabatic barrier is equal to ( ΔG* 

- VAB ). 

2.3.5 Bulk rutile  TiO2  

This test calculation involved VAB for electron transfer in the c-direction for bulk rutile TiO2. We 

used a DFT+U level of theory based on the PBE exchange correlation functional. 157  We used 

the SZV basis set 150 for both Ti and O atoms to generate the localized states in a 3x3x5 supercell 

[a=13.869 Å, b=13.869 Å, c=14.907 Å], [α=90, β=90, γ=90].  The results obtained for different 

+U values on the 3d atomic shell of Ti are shown in Table 2-7. 

Rutile TiO2 U = 6 eV U = 8 eV U = 10 eV ref. 119 

ΔG* (eV) 0.269 0.275 0.280 0.288 

λ/4 (eV) 0.263 0.274 0.281 0.288 

Figure 2-10 Rutile TiO2 with an iso-surface of the spin density of an electron localized on a Ti 

atom. The hop between two Ti atoms is marked in blue color in the [001] direction. The silver 

spheres are Ti atoms, the red spheres are O atoms, green spheres are the polaronic Ti atoms. 
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VAB (eV) 0.230 0.149 0.129 0.200 

Adiabatic 

barrier (eV) 
0.039 0.126 0.152 0.088 

Overlap |SAB| 0.061 0.003 0.017  

Table 2-8. VAB for electron transfer in the c-direction for bulk TiO2 from PBE+U orbitals. ΔG* 

is the energy of the mid-point along the reaction pathway, λ is the reorganization energy, VAB is 

the electronic coupling, and the adiabatic barrier is equal to ( ΔG* - VAB ). 

Deskins et al. 93  reported VAB values of ~ 0.2 eV for a c-direction hop from cluster calculations. 

Our calculated value is of the same order of magnitude. In particular, there is a good match 

between the λ reorganization energies. 

2.3.6 Bulk ms-BiVO4  

Our last test calculation involves VAB calculation for an electron polaron transfer in bismuth 

vanadate BiVO4 (BVO). BVO is a semiconductor that exhibit promising performance toward 

overall water splitting.85 In previous work we characterized electron polaron and hole polaron 

transport in monoclinic ms-BVO, obtaining the reorganization energy with plane wave periodic 

PBE+U wavefunctions and VAB with a small model cluster HF calculation.85  Here our 

calculation was for an electron polaron transfer from a V atom to a nearest neighbor in the (021) 

direction in bulk BVO. 

We used a DFT+U level of theory based on the PBE exchange correlation functional. 158 We 

used the SZV basis set150  for both V and O atoms to generate the localized states in a 3x3x1 

supercell [a=15.587 Å, b=15.281 Å, c=11.704 Å], [α=90, β=90, γ=90.383].  The results obtained 

for different +U values on the 3d atomic states of V are shown in Table 2-8. The calculated 
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values of VAB and of the diabatic activation barrier are in good accord with our earlier work. In 

particular, VAB is small.  

BiVO4 
PBE+U 

U = 6 eV 

PBE+U 

U = 8 eV 

ΔG* (eV) 0.295 0.305 

λ/4 (eV) 0.295 0.288 

VAB (eV) 0.010 0.040 

Adiabatic 

barrier (eV) 
0.285 0.265 

Overlap |SAB| 0.113 0.078 

Table 2-9. VAB for electron transfer in the (021) direction in bulk BiVO4 from PBE+U orbitals. 

ΔG* is the energy of the mid-point along the hopping pathway, λ is the reorganization energy, 

VAB is the electronic coupling, and the adiabatic barrier is equal to ( ΔG* - VAB ). 

2.4 Conclusion 

In this chapter we reported a new implementation of a method for the calculation of the 

electronic coupling matrix element VAB of ET theory in periodic systems. We presented test 

calculations that highlight the capability of the new module that is embedded in the CP2K code, 

as described in the section 2. The capability allows the complete characterization of ET in the 

solid state via the two localized quasi-diabatic state Marcus/Holstein model of polaron. It can be 

Figure 2-11 ms-BiVO4 with an iso-surface of spin density for an electron localized at a V atom. 

The hop between two V atoms is indicated in blue color. The green spheres are polaronic V 

atoms, silver spheres are V atoms, the red spheres are O atoms, and purple spheres are Bi atoms. 
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used for any single determinant representation of the electronic structure of the system from HF, 

DFT, hybrid DFT, DFT+U, or cDFT theory. Results are given for several test systems including 

iron oxide models, hematite Fe2O3, titanium dioxide TiO2, and bismuth vanadate BiVO4. The 

computer code re-uses several of the high-performance computing functions of CP2K. The 

method requires only the equivalent of one iteration of an HF calculation. The ability to calculate 

HAB for localized states allows the complete treatment of polaron transport in semiconductors at 

the periodic DFT level of theory. 
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Chapter 3 Maximal Orbital Analysis: Superexchange 

interactions in solid state 

3.1 Introduction 

Here, we are concerned with a periodic DFT formulation of the Maximal Orbital Analysis 

(MOA) to characterize super-exchange interactions in ET the solid state. Given a wavefunction, 

the MOA method defines the maximal projection of the wavefunction onto a subgroup of atoms. 

Of special interest is to analyze the tail of localized state wavefunctions onto linker bridge 

fragments. The wavefunction tail defines the extent of electronic coupling in ET. We highlight 

results for ET in mixed-valent metal complexes, and e - / h+ polarons hopping in the solid state. 

  

Electron transfer (ET) in transition metal compounds due to photoexcitation, or in biological 

compounds in a solution, is greatly influenced by surrounding ligands. ET can be through-space 

or via the bridging anions. 38, 159 For transfer pathways involving non-magnetic anions (since all 

the anion shells are filled) superexchange model holds. Orbitals involved in superexchange are 

helpful in determining the extent and strength of the interaction between the polaronic states 

during ET.91, 92, 160 Interpreting those electronic interactions and energy transitions, from the 

wavefunctions, is made possible by various population analysis methods.161  

 

The (MOA) theory 162 is a variant of population analysis methods, wherein the best possible 

projection of the variational molecular orbitals on a fragment atomic basis is done. In the context 

of ET, such a projection helps in assigning how much of the tail of a localized wavefunction of 

initial state (donor) overlaps with that of a final state (acceptor), which is another way of 
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approximating coupling without explicit calculation. Thus, MOA is advantageous to check how 

different anions affect superexchange, or, when multiple ET pathways are possible, to quantify 

which pathway is more favorable based on the bridging atom fragments, or, lastly, how much 

increase in electron transport can be expected based on dopants and percentage of doping. In 

general, MOA occupations provide a useful picture of electron sharing between donor and 

acceptor.  

A more detailed background on population analysis methods, comparisons with MOA, and 

various applications are presented in the initial formulation by Dupuis, et al.162  Here, a more 

generic implementation of the method that extends its capability to periodic calculations is done 

in CP2K, a quantum chemistry and solid state physics software package that can perform 

atomistic simulations.133-137, 140, 150, 151, 153, 163-165 Results for selected molecular and solid-state 

periodic systems are presented.    

3.2 MOA Formulation and Implementation 

The key part of MOA formulation is a corresponding orbitals transformation 14 defined between 

orthonormal molecular orbitals |𝜑⟩ from any level of (Hartree-Fock or DFT) spin-polarized 

theory, and a subset of basis functions |𝜒𝐵⟩ of any chosen fragment. This transformation is 

unitary in nature and does not alter the wavefunction or its energy. When multiconfigurational 

methods are used care must be taken not to mix active space and inactive space orbitals which 

would result in wavefunction and energy changes. Maximal overlap is guaranteed by the inherent 

property of the corresponding orbitals transformation. The overlap matrix is:  

𝑃 = ⟨𝜒𝐵|𝜑⟩ 
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The unitary transformations |χB̃⟩ = |χB⟩V, and  |φ̃⟩ = |φ⟩U diagonalize the matrix P, at the same 

time as maximizing the diagonal elements. U and V are matrices of eigen vectors of the matrices 

PP†, and P†P respectively. 

p̃ = U†PV 

Here, the U matrix rotates the fragment basis set functions and the V matrix rotates the molecular 

orbitals. We can build a wavefunction from these transformed atomic or fragment MOA orbitals. 

The diagonal elements of p̃ are essentially occupation numbers of these new ‘corresponding’ 

orbitals. Implementation-wise we start with an atom-centered spherical harmonic basis (ASH) 

and a set of transformations are performed to build the projection matrix P, with a ‘molecule-

orthonormalized – fragment-orthonormalized - atom-centered orthonormalized spherical 

harmonics basis (MOFOAOSH) and the molecule-orthonormalized molecular orbitals: 

𝑃 = ⟨𝜒𝑀𝑂𝐹𝑂𝐴𝑂𝑆𝐻|𝜑𝑀𝑂⟩ 

We refer the reader to the appendix of Dupuis, et al.,162 for more details into the transformations 

involved. This wavefunction analysis is implemented in CP2K,133, 163 a periodic plane-wave code 

widely used in solid-state community. Input section is placed under the property calculation 

section, and information on each tag is provided in the appendix. Reiterating that the only inputs 

that are needed for this subroutine are molecular orbitals and overlap matrix, the back-

transformed MOA orbitals in the atomic spherical harmonic basis are used to build the 

wavefunction and evaluated over a “Gaussian cube” for use with an external visualization 

software. 

In some cases, by doing COT on alpha and beta orbitals we can isolate excess orbitals.  The TiO2 

example below demonstrates it in detail.  
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3.3 Results and Discussion 

3.3.1 Water-dimer  

MOA implementation in CP2K is validated with Hondo144, 166, 167 implementation for simple 

molecules and a good agreement is found. One such testcase is the water dimer molecule shown 

in Figure 3-1. Out of the two water molecules, one is a donor of the hydrogen bond (the water 

molecule on the left), and the other is an acceptor (the water molecule on the right).  

 

Figure 3-1. Water dimer with the hydrogen bond depicted by a dotted red line between the donor 

on the left and the acceptor on the right. 

MOA results reproduced with the new implementation in CP2K for a closed shell HF optimized 

geometry and 6-31G** basis set, 168 are presented here. Each water molecule comprises 24 

Spherical Gaussian basis functions. The water dimer system has 10 molecular orbitals: two 

orbitals for the 1s electrons of each oxygen atom; two orbitals for the 2s electrons of each of the 

oxygen atom; two orbitals for a 2p lone pair of electrons on each of the oxygen atom; and two 

pairs of two OH(σ) orbitals for the OH bonds of each of the water molecules. If a fragment of 

only the left water molecule is chosen for MOA projection, then we end up with 10 non-zero 

eigen values after diagonalizing the matrix PP† giving us the best representation of the water 

dimer electron density captured by the “donor” water basis set only.  

 

 Donor λ occ = 2λ2   Acceptor λ occ = 2λ2 
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1 1.0000 2.0000  1 1.0000 2.0000 

2 1.0000 2.0000  2 1.0000 1.9999 

3 1.0000 1.9999  3 1.0000 1.9998 

4 0.9999 1.9997  4 0.9996 1.9982 

5 0.9971 1.9882  5 0.9814 1.9263 

6 0.2551 0.1301  6 0.0738 0.0109 

7 0.0300 0.0018  7 0.0124 0.0003 

8 0.0096 0.0002  8 0.0072 0.0001 

9 0.0057 0.0001  9 0.0052 0.0001 

10 0.0004 0.0000   10 0.0003 0.0000 

 

Table 3-1. MOA occupations in water dimer at HF(6-31G**) optimized geometry 

 

 

Figure 3-2. MOA orbitals #5 and #6, in spherical harmonic basis, for the donor water molecule. 

Orbital #5 on the left is a OH (σ) orbital, and #6 is a OH (σ*) orbital that has a node between the 

oxygen and hydrogen involved in h-bonding. 

Similarly, when the second water molecule is chosen as a fragment, then we are projecting onto 

the “acceptor” basis set only. Table1 shows the occupation numbers for the donor and acceptor 

fragments, the first five on each side show higher occupations as expected, which are the orbitals 

of the respective water molecules. The five at the bottom are the overlaps of the acceptor orbitals 

on the donor basis functions and vice versa. Figure 3-2 shows the MOA orbitals 5 and 6, in 

spherical harmonic basis, for the left side water monomer. Donor orbital #5 is a OH (σ) orbital, 
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and donor orbital #6 is a OH (σ*) orbital that has a node between the oxygen and hydrogen 

involved in hydrogen bond. The results of Dupuis, et al.162 for water dimer are well reproduced 

here and further details are avoided for the sake of brevity.   

Periodic solids 

To analyze the ET behavior qualitatively in periodic solid-state systems and show the possible 

uses of MOA we chose titania TiO2, hematite Fe2O3, and a 1D-Fe(III) chain of ferric ions as test 

cases. 

3.3.2 TiO2 system 

MOA is done for atom fragments of an electron-localized Ti atom, its neighbor Ti, and the two 

bridging O atoms in bulk rutile TiO2, which are highlighted in Figure 3. We used a DFT+U level 

of theory based on the PBE exchange correlation functional. 157  

 

Atom SZV DZV DZVP 

Ti [s, s, p, d] = 10 bfns [s, s, s, p, p, d, d] = 19 bfns [s, s, s, p, p, d, d, f] = 26 bfns 

O [s, p] =   4 bfns [s, s, p, p] =   8 bfns [s, s, p, p, d] = 13 bfns 

Table 3-2. Number of basis functions in different basis for Ti and O. 

 

We used SZV basis set 150 for both Ti and O atoms to generate the localized states in a 3x3x5 

supercell [a=13.869 Å, b=13.869 Å, c=14.907 Å], [α=90, β=90, γ=90]. A +U value of 10 eV is 

added to the titanium 3d orbitals and Mulliken method of +U is used for geometry optimization. 

GTH pseudopotentials 151 are used for both titanium and oxygen wherein for titanium there are 

12 valence electrons corresponding to [3s2 3p6 3d2 4s2], while for oxygen there are 6 valence 

electrons representing the outer shell [2s2 2p4]. Taking these optimized geometries single point 
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energy calculations are done to do MOA, by switching to Lowdin method of +U, with SZV, 

DZV and DZVP basis to gain insights on orbitals involved in superexchange. Table 2 gives the 

number of basis functions present in each of the basis sets used here. 

 

 

Figure 3-3. Bulk rutile TiO2. We are interested in looking at the electron sharing when it is 

localized on one of the Ti atoms highlighted here. 

 

 

Fragment 

Neutral Charged 

POP CHRG SPIN POP CHRG SPIN 

 Ti - target for electron 

localization 10.805 1.195 0.000 10.871 1.129 1.023 

 Ti neighbor 10.804 1.196 0.000 10.818 1.182 0.008 

 bridging O-O atoms 13.191 -1.191 0.000 13.194 -1.194 -0.015 

 

Table 3-3. Population, charge, and spin from MOA for the specified atom fragments when all the 

molecular orbitals are projected on their respective basis functions within SZV. 

 

Table 3 show a comparison between the neutral and electron localized states’ MOA for the 

projection of all the molecular orbitals onto different atom fragments within the minimal basis 

SZV.  There are 10 basis functions for Ti in SZV and hence in neutral configuration Ti+4 is 
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expected to have higher occupations in the four orbitals that correspond to 3s2 3p6 atomic orbitals 

of Ti, which can be seen in Table 4. In charged state when an excess electron is added we have 

Ti+3 and we can see higher occupation in alpha orbital #5. From the orbital picture we can 

confirm that the excess electron goes into a 3d orbital. 

 

Atom fragment: Ti 

which is a target for 

electron localization 

Neutral Charged state 

MOA Orb. # alpha beta alpha beta 

1 0.999 0.999 0.999 0.999 

2 0.999 0.999 0.999 0.999 

3 0.999 0.999 0.999 0.999 

4 0.996 0.996 0.997 0.996 

5 0.366 0.366 0.991 0.246 

6 0.334 0.334 0.269 0.235 

7 0.255 0.255 0.254 0.228 

8 0.169 0.169 0.242 0.088 

9 0.168 0.168 0.102 0.083 

10 0.119 0.119 0.096 0.051 

Total 5.402 5.402 5.947 4.924 

Table 3-4. MOA occupations when all orbitals are projected on the Ti atom which is a target for 

electron localization. An excess electron in alpha channel is marked in red for the charge 

localized state. 

Table 5 shows the MOA occupation when all the orbitals are projected onto the bridging oxygens’ 

basis functions. There is a total of 8 basis functions in SZV, 4 each for the two oxygens forming 

the bridge between the two Ti atoms as shown in Figure 3. Since all the orbitals are filled we can’t 

notice discernable differences between the occupation numbers in Table 5.  

Atom fragment: 

bridging OO atoms 
Neutral Charged state 
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MOA Orb. # alpha beta alpha Beta 

1 
0.895 0.895 0.894 0.896 

2 
0.865 0.865 0.855 0.858 

3 
0.858 0.858 0.852 0.853 

4 
0.838 0.838 0.839 0.843 

5 
0.820 0.820 0.819 0.824 

6 
0.777 0.777 0.812 0.811 

7 
0.773 0.773 0.770 0.770 

8 
0.770 0.770 0.749 0.749 

Total 
6.595 6.595 6.589 6.605 

Table 3-5. MOA occupations when all orbitals are projected on the bridging O atoms involved in 

ET. Since all the orbitals are filled no significant difference can be observed here between 

neutral and charged states. 

This necessitates isolating the excess electron orbital so that we can clearly see electron sharing 

with the bridging oxygens. Again, COT comes to the rescue. We can separate the excess orbital 

by constructing natural orbitals with COT on the alphas and betas thereby allowing for a 

maximal pairing. All the paired-up electrons result in a non-zero overlap whereas the unique 

unpaired orbital will have a diagonal element of zero. Now if we do MOA with this single orbital 

we will get an exact picture of electron sharing between the electron-localized Ti, the transfer-

mediating oxygens and the neighbor Ti atoms. We will find only a single value of moa 

occupation because of a single orbital projection on the atom fragment basis that corresponds to 

excess charge. Table 6 shows the single moa-occupation values within different bases. 

 

Atom Fragment 
SZV DZV DZVP 

SPIN SPIN SPIN 

Ti - target for electron localization 0.938 0.953 0.929 

Ti neighbor 0.004 0.003 0.004 

bridging O-O atoms 0.016 0.011 0.020 
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Table 3-6. MOA with only the excess electron orbital projected onto the different fragments in 

SZV, DZV, and DZVP bases. 

 

Figure 4 shows the wavefunction plots of excess electron orbital projected onto the basis 

functions of electron-localized Ti atom. There is no difference in the orbital picture when 

additional diffuse functions are added to the basis. All of them show a d-orbital occupation as 

expected and there are no surprises here. 

 

Figure 3-4. MOA orbital of the excess electron when projected onto the electron-localized Ti 

basis functions within SZV, DZV, DZVP. 

 

When the same excess orbital is projected onto the bridging oxygen basis functions we see 

interesting results. These are the orbitals that are involved in superexchange. For SZV and DZV 

there are no d-functions and superexchange happens via p-orbitals. Although the top and bottom 

oxygen are anti-symmetric here we can see that in the DZV case the diffuse functions are in- 
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Figure 3-5 MOA orbital of the excess electron when projected onto the electron-localized Ti 

basis functions within SZV, DZV, DZVP. Note that all orbitals are defined within a +/- sign 

(phase). A phase difference can be seen for SZV and DZV. For DZVP, the contributing atomic 

function is now a d function, in contrast to the p function for SZV and DZV. 

 

phase with the compact p-orbitals and there are no nodes. When it comes to DZVP the d-

functions on oxygen facilitate superexchange as evident from the wavefunction plot in Figure 5.  

If we look at the eigen vector components for this excess orbital projection on the oxygen atoms’ 

basis the p-orbitals are antisymmetric with each other for the two oxygens. The sign difference 

between O1 and O2 in Table 7 represents that. In the case of DZV and DZVP px, py and pz have 

the same sign for both the compact and diffuse orbitals indicating that there are no nodes. 
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Eigen vec. for excess orbital projection onto the OO-bridge basis functions 

O #1 SZV DZV DZVP O #2 SZV DZV DZVP 

s 0.127 -0.123 0.039 s 0.127 -0.123 0.039 

py 0.036 -0.567 -0.269 py -0.036 0.567 0.269 

pz 0.110 -0.492 -0.118 pz 0.110 -0.492 -0.117 

px 0.036 -0.567 -0.269 px -0.036 0.567 0.269 

s − 0.244 0.027 s − 0.244 0.027 

py − -0.431 0.269 py − 0.431 -0.269 

pz − -0.885 0.443 pz − -0.885 0.443 

px − -0.431 0.269 px − 0.431 -0.269 

d-2 − − 0.230 d-2 − − 0.230 

d-1 − − -0.093 d-1 − − 0.093 

d0 − − -0.418 d0 − − -0.418 

d+1 − − -0.093 d+1 − − 0.093 

d+2 − − 0.000 d+2 − − 0.000 

Table 3-7. Eigen vector components corresponding to the excess orbital projection onto the basis 

of two bridging oxygens.  

Another interesting aspect to check is whether along a Marcus curve electron sharing increases 

or not with the neighbor atoms involved in transfer. For this purpose, MOA is done with DZVP 

basis and the unique excess orbital is projected onto the different fragment basis functions at two 

geometries, state0 as well as the crossing point.  
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 U=10 eV U = 6 eV U = 4 eV 

State 0 geometry SPIN SPIN SPIN 

Ti - target for electron localization 0.929 0.897 0.850 

Ti neighbor 0.004 0.009 0.018 

bridging O-O atoms 0.020 0.025 0.027     

Crossing point geometry SPIN SPIN SPIN 

Ti - target for electron localization 0.920 0.872 0.735 

Ti neighbor 0.006 0.018 0.081 

bridging O-O atoms 0.025 0.030 0.034 

Table 3-8. MOA occupations along a Marcus curve for qualitative analysis. Increase in electron 

sharing is observed between the state0 and crossing point geometries. It is more evident with 

lower +U value. 

It is to be noted that these geometries correspond to a different activation barrier and this analysis 

with different +U and a different basis set is solely for qualitative insights. With a higher +U of 

10 eV there is no significant change in the moa occupations at state0 and crossing-point 

geometries. It can be attributed to the diabatic nature from higher +U value. Lowering +U values 

to 6 eV and 4 eV we can see increased sharing of the excess electron with O-O bridge and 

neighbor Ti atom.   

3.3.3 Hematite Fe2O3 

MOA to analyze ET behavior in the basal plane of bulk hematite, using the BLYP+U orbitals 

level of theory is done. 156 A 3x3x1 supercell was used with cell parameters [a=14.725 Å, 

b=14.725 Å, c=13.267 Å], and [α=90, β=90, γ=120]. DZV basis set was used for both Fe and O 

atoms along with GTH pseudopotentials 151 for the optimized geometries. Iron has 19 basis 

functions from [s, s, s, p, p, d, d], whereas oxygen has 8 basis functions from [s, s, p, p]. 

Pseudopotential on Fe has 16 valence electrons corresponding to [3s2 3p6 3d6 4s2], while on 

oxygen 6 valence electrons representing [2s2 2p4] Hematite is made up of spin-up and spin-down 
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Fe(III) atoms layer by layer. It is not possible to isolate the excess electron orbital here using 

COT as we did in TiO2 case above. Yet, we can look at moa occupations since the orbitals right 

after the filled ones are key to superexchange.  

 

Fragment 
Neutral Charged 

POP CHRG SPIN POP CHRG SPIN 

Fe - target for 

electron localization 
16.119 -0.119 -4.243 16.285 -0.285 -3.676 

Fe neighbor 16.120 -0.120 -4.242 16.125 -0.125 -4.235 

bridging O-O atoms 11.818 0.182 -0.001 11.788 0.212 0.169 

Table 3-9. MOA occupations comparison between neutral and electron-localized states for 

Hematite. 

 

Table 9 shows a summary of population, charge and spins due to projection of all the molecular 

orbitals onto the basis functions of the specified atom fragments. Comparison with neutral state 

values is shown. Table 10 gives the moa occupations for the electron-localized Fe atom both in 

charged state and when there was no charge in neutral configuration.  

For spin-down Fe(III) valence shell configuration is [3s2 3p6 3d5], and hence in neutral system 

we can see from Table 10 that there are 4 alpha and 9 beta orbitals with higher occupation 

numbers. The excess electron is localized in one of these layers and it goes into an alpha state. 

From the wavefunction plots we can see that the moa orb #4 in charged state corresponds to the 

excess electron occupied alpha d-orbital. Orbital plot is shown in Figure 6.  

 

 

 Atom 

fragment: Fe 

target for 

Neutral 
 

Charged 

(Fe III) (Fe II) 
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electron 

localization 

MOA Orb.  alpha  beta   alpha  beta 

1 3p 0.982 3p 0.992  3p 0.983 3p 0.988 

2 3p 0.980 3p 0.992  3p 0.980 3p 0.988 

3 3p 0.980 3p 0.992  3p 0.980 3p 0.985 

4 3s 0.939 3d 0.990  3d 0.976 3d 0.982 

5  0.333 3d 0.990  3s 0.943 3d 0.982 

6  0.333 3d 0.983   0.240 3d 0.981 

7  0.194 3d 0.980   0.240 3d 0.980 

8  0.185 3d 0.980   0.158 3d 0.980 

9  0.185 3s 0.941   0.142 3s 0.946 

10  0.162  0.203   0.142  0.180 

11  0.150  0.203   0.135  0.180 

12  0.150  0.181   0.101  0.162 

13  0.131  0.160   0.101  0.138 

14  0.074  0.154   0.068  0.133 

15  0.074  0.154   0.036  0.133 

16  0.039  0.083   0.036  0.071 

17  0.019  0.082   0.031  0.071 

18  0.015  0.082   0.006  0.068 

19  0.015  0.040   0.006  0.033 

Total  5.938  10.181 
 

 6.3045  9.9806 

Table 3-10. MOA occupations for all orbitals projection onto electron localized iron atom both 

before and after excess electron is introduced. Alpha orb #4 marked in red indicates the excess 

electron whose orbital is shown in figure 6. 
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Figure 3-6. Wavefunction plots of the moa orbitals in charged state: (1) Excess electron alpha-

orbital #4 on the electron-localized Fe atom. (2) Beta orbital #9 on bridging oxygen atoms that 

facilitates superexchange. It shows a node on both oxygens implying the diffuse p-orbitals are 

out-of-phase between the compact p-orbitals. 

 

It is a bit tricky to get the excess electron contribution on the bridging oxygens since it is not 

possible to isolate the excess orbital as mentioned before. Two bridging oxygens have 4 fully 

filled orbitals each, corresponding to [2s2 2p6]. Hence, we see higher occupation numbers for a 

combined 8 orbitals in neutral and charged systems. Unfilled orbitals which come after these 

filled ones and which show significant difference from neutral system can be assumed to be 

involved in superexchange. Beta orbital #9 shows significant difference with the neutral system 

orbital among the unfilled orbitals with higher occupation number, and it can be assumed to 

facilitate superexchange. Wavefunction plot of this orbital shown in Figure 6 depicts p-type 

orbitals involved. A node is observed here which might relate to the diffuse functions being out 

of phase with the compact functions.  



www.manaraa.com

59 

 

 

Atom fragment: 

bridging OO atoms 
Neutral Charged 

MOA Orb. alpha beta alpha beta 

1 0.797 0.796 0.809 0.777 

2 0.776 0.784 0.799 0.763 

3 0.758 0.761 0.767 0.746 

4 0.730 0.727 0.736 0.713 

5 0.709 0.716 0.721 0.702 

6 0.692 0.680 0.696 0.669 

7 0.596 0.582 0.589 0.579 

8 0.568 0.580 0.575 0.574 

9 0.050 0.049 0.052 0.051 

10 0.046 0.046 0.049 0.046 

11 0.043 0.043 0.046 0.044 

12 0.043 0.040 0.040 0.040 

13 0.034 0.033 0.036 0.034 

14 0.028 0.032 0.027 0.030 

15 0.019 0.023 0.021 0.023 

16 0.018 0.019 0.018 0.018 

Total 5.909 5.910 5.979 5.809 

Table 3-11. MOA occupations for all orbitals projection onto the basis function of bridging 

oxygen atoms. Unfilled beta orbital #9 marked in red shows significant difference with the 

neutral system and is assumed to facilitate superexchange for ET. 

 

3.3.4 1D-Fe(III) Chain – 7 units 

Hartree Fock (HF) with one-dimensional periodic chain of 7 units of Fe(OH)2(H2O)2
(+), a model 

similar to the work of Bylaska and Rosso, 126 is another test case of interest. In this model 

system, the iron atoms are in ferric high spin 3d5 states. The excess electron was localized on one 

of the FeIII atoms making it FeII, thus the net effective charges on the 7-unit cell being +6. HF 
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with truncated-potential cutoff equal to half the shortest cell dimension is used. DZV basis set is 

used, like Hematite case above. Here also it is not trivial to isolate the excess electron orbital. 

 

Fragment 
Neutral Charged 

POP CHRG SPIN POP CHRG SPIN 

Fe - target 

for electron 

localization 

15.802 0.198 4.750 15.998 0.002 3.904 

Fe 

neighbor 
15.802 0.198 4.750 15.854 0.146 4.731 

bridging 

O-O atoms 
12.473 -0.473 0.189 12.526 -0.526 0.168 

Table 3-12. MOA occupations comparison between neutral and electron-localized states for 1d-

Fe chain. 

 

Summary of moa occupations for projection of all the orbitals onto the basis functions of iron 

atoms involved in ET and the bridging oxygens is shown in Table 12. For spin-up Fe(III) valence 

shell configuration is [3s2 3p6 3d5] with 13 electrons. These filled orbitals can be seen in the 

highlighted 13 high occupation values from Table 13.  Additionally, in the charged state excess 

electron goes into beta channel, as seen in the orb #4 (marked in red). Wavefunction for this 

excess orbital is shown in Figure 7. 

 

Atom 

fragment: 

Fe target 

for electron 

localization 

Neutral  Charged 

 (Fe III)  (Fe II) 

1 3p 0.996 3p 0.988  3p 0.995 3p 0.991 

2 3p 0.995 3p 0.985  3p 0.995 3p 0.988 

3 3p 0.994 3p 0.981  3p 0.992 3p 0.984 

4 3d 0.992 3s 0.951  3d 0.991 3d 0.983 
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5 3d 0.991  0.298  3d 0.989 3s 0.963 

6 3d 0.989  0.258  3d 0.989  0.216 

7 3d 0.986  0.190  3d 0.989  0.199 

8 3d 0.983  0.177  3d 0.985  0.158 

9 3s 0.953  0.171  3s 0.964  0.130 

10  0.228  0.147   0.184  0.122 

11  0.219  0.116   0.183  0.102 

12  0.189  0.092   0.157  0.075 

13  0.180  0.087   0.133  0.053 

14  0.176  0.036   0.124  0.051 

15  0.150  0.030   0.106  0.014 

16  0.088  0.015   0.063  0.012 

17  0.078  0.002   0.055  0.005 

18  0.067  0.001   0.045  0.001 

19  0.025  0.001   0.013  0.000 

Table 3-13 MOA occupations for all orbitals projection onto electron localized iron atom both 

before and after excess electron is introduced. Beta orb #4 marked in red indicates the excess 

electron whose orbital is shown in figure 7. 

Evaluating the effect of excess charge on bridging oxygens is difficult in this case too. Projection 

of all orbitals onto basis functions of oxygen in both neutral and charged state is given in Table 

14. Assuming the highest occupation unfilled orbital is involved in superexchange beta orb #9 in 

charged state is a probable orbital for superexchange. But, it is not as evident as in the Hematite 

case, the differences are small with other unfilled orbitals. 
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Figure 3-7. MOA orbitals for all orbitals projection onto Fe and bridging oxygen bases.(1) For 

the excess electron in orb #4 of beta orbs in Fe. (2) Highest occupation number unoccupied 

orbital having a bigger difference with neutral state. 
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Atom 

fragment: 

bridging 

OO 

atoms 

Neutral Charged state 

 
alpha beta alpha beta 

1 0.950 0.929 0.947 0.922 

2 0.899 0.872 0.905 0.879 

3 0.855 0.826 0.878 0.850 

4 0.840 0.798 0.852 0.830 

5 0.801 0.770 0.776 0.738 

6 0.633 0.629 0.655 0.649 

7 0.626 0.617 0.616 0.614 

8 0.597 0.596 0.598 0.597 

9 0.039 0.038 0.042 0.043 

10 0.033 0.031 0.025 0.023 

11 0.023 0.014 0.023 0.016 

12 0.017 0.013 0.015 0.009 

13 0.010 0.007 0.008 0.006 

14 0.004 0.001 0.004 0.001 

15 0.002 0.001 0.002 0.001 

16 0.001 0.001 0.001 0.001 

Total 6.331 6.142 6.347 6.179 

Table 3-14. MOA occupations for all orbitals projection onto the oxygen bridge basis functions. 

Beta orb #9 marked in red is the highest occupation unfilled orbital and is assumed to involve in 

superexchange, it is shown in figure 7. 

3.3.5 Bismuth Vanadate (BiVO4) 

For ET in Bismuth Vanadate (BVO) along (021) direction, between two Vanadium atoms, the 

transfer is through-space. In here we used a DFT+U level of theory, with a Ueff of 6 eV,  based 

on the PBE exchange correlation functional. 158 We used the SZV basis set150  for Bi, V and O 

atoms to generate the localized states in a 3x3x1 supercell [a=15.587 Å, b=15.281 Å, c=11.704 

Å], [α=90, β=90, γ=90.383].  MOA is done for the atomic fragments of Vanadiums involved in 
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transfer and the surrounding oxygen quartets, shown in Table 15. We can see a significant 

change in the charge of oxygen quartet around the electron localized Vanadium atom.  

 

Fragment 
Neutral Charged 

POP CHRG SPIN POP CHRG SPIN 

V1: target for electron 

localization 12.101 0.899 0.000 12.093 0.907 0.999 

V2: neighbor 12.101 0.899 0.000 12.100 0.900 0.012 

Oxygen quartet around V1 26.097 -2.097 0.000 26.305 -2.305 -0.030 

Oxygen quartet around V2 26.097 -2.097 0.000 26.098 -2.098 -0.008 

Table 3-15. MOA occupations for the projection of all orbitals onto basis functions of Vanadium 

and Oxygen fragments involved in ET. 

 

Vanadium is in V+5 oxidation state while in neutral configuration, which corresponds to a 

valence of [3s2 3p6 3d0 4s0]. In minimal basis SZV, we have 10 basis functions, 2 for s, 3 for p 

and 5 for d. Hence, we see four higher occupation numbers for neutral configuration in the Table 

16 that correspond to [3s2 3p6]. Additionally, when excess electron is introduced we see an 

additional higher occupation in alpha channel of Vanadium as expected.  

 

 

 

 

 

Fragment V: 

electron localized Neutral Charged 

MOA Orbs alpha beta alpha beta 
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1 0.999 0.999 0.999 0.999 

2 0.999 0.999 0.999 0.999 

3 0.999 0.999 0.999 0.999 

4 0.997 0.997 0.997 0.997 

5 0.388 0.388 0.990 0.288 

6 0.367 0.367 0.348 0.288 

7 0.357 0.357 0.331 0.268 

8 0.354 0.354 0.329 0.247 

9 0.353 0.353 0.302 0.244 

10 0.236 0.236 0.252 0.217 

Total 6.051 6.051 6.546 5.547 

Table 3-16. MOA occupations for the projection of all orbitals on the basis functions of 

Vanadium atom targeted for electron localization before and after introduction of excess 

electron. 

Here the excess electron orbital can be isolated by doing COT between the alphas and betas 

before doing MOA. Table 17 shows the moa occupations for different atomic fragments when 

only a single orbital with excess electron is projected onto their basis functions.  

 

Fragment 

State 0: 

 e− is on V1 

Crossing point:  

e− on V1 

State 1: 

e− on V2 

SPIN SPIN SPIN 

V1 0.760 0.736 0.003 

V2 0.003 0.004 0.758 

Oxygen quartet around 

V1 0.180 0.187 0.002 

Oxygen quartet around 

V2 0.002 0.003 0.182 

Table 3-17. MOA occupations for projection of excess electron orbital onto the basis functions 

of listed atomic fragments. 

 

From figure 8 we can see how the excess electron is distributed among Vanadium and the 

surrounding oxygen quartet. The oxygen orbitals here are not mediating ET and it occurs 

through-space between the Vanadium atoms. Hence the coupling is lower between the two 
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polaronic states. Not much difference can be observed between the excess charge distributions at 

state0 and crossing point geometries when electron is localized on V1.  

 

Figure 3-8. Plot of wavefunction when only the excess electron orbital is projected onto the basis 

functions of Vanadium and its surrounding oxygen quartet. 

3.4 Conclusion 

MOA is implemented for periodic solid-state calculations. Test cases were presented for bulk 

rutile TiO2, bulk Fe2O3 and a model system of 1D chain of iron (ferric) units. Excess electron 

orbital is successfully identified in the case of TiO2 which gives a perfect underlying picture of 

charge distribution during ET with well-chosen atomic fragments. Many such systems can 

benefit from a quick analysis with MAO that captures overlap. It can be a very good metric to 

assess efficacy of ET among an array of test compounds.  
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Appendix 

Input section of MOA implementation in CP2K (source code is accessible at 

https://github.com/dupuislab/CP2K) : 

&PROPERTIES 

          &MOA 

                  NFRG 2                                ! No. of fragments 

                  LFRG 1 2                              ! Length of fragments  

                  IFRG 1 2 3                            ! Atoms in fragments by indices  

                  NOMOA 1..6 0 0                 ! Exclude MOs if index is non-zero, default = all are included 

                  NOMOAA 1..3 0 5..8          ! Can be in mixed format 

                  NOMOAB 1..7                     ! If n_beta = 8, 8th element will be added as zero 

                  IFUNO                                  ! default = .FALSE. 

                  VEC_TOL                              ! Printing Eig. Vec. Values GE to this, default = 0.01  

                  JACOBI_P                             ! To use Jacobi diag. to construct P matrix (P=S*V), default = .FALSE. 

                  &MO_CUBES                       ! Built wfn from MOA orbs in Sph. Harm. basis  

  STRIDE 2 2 2                  ! The stride (X,Y,Z) used to write the cube file 

                           MO_LIST 1 2 3               ! List of MOs to print as cube 

                  &END 

          &END MOA 

  &END PROPERTIES 

 

 

https://github.com/dupuislab/CP2K
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Chapter 4 Biased-dynamics for Electron Transfer  

4.1 Introduction 

Ab initio molecular dynamics (AIMD), or Born-Oppenheimer molecular dynamics, 

combines electronic structure theory with molecular dynamics (Newton’s equations of motion) 

and is a powerful tool in studying the evolution of a physical system under varying conditions. 

The forces that propagate a molecular dynamics trajectory are obtained from an electronic 

structure calculation at every step. Thus, this method is computationally very demanding to 

calculate the properties of periodic solid-state systems. A typical timestep of AIMD is in the 

femtosecond range and the polaron hopping events we aim to characterize occur in the 

nanosecond or longer timescale. This disparity in timescales mean the system spends more time 

in sampling uninteresting regions of potential energy surface and less time in the more relevant 

configuration space. In other words, system must escape from 3N-dimensional basins for better 

sampling of important regions of potential energy. Such infrequent-events can be accelerated by 

providing an energy boost so that barrier crossing happens more often or by weighted sampling 

techniques. To name a few methods, umbrella sampling, 169 hyperdynamics, 170 metadynamics, 

171-175 parallel replica dynamics, 176 temperature accelerated dynamics, 177-179 bond boost method 

of dynamics, 180-182 are various approaches that have proven useful in observing physical 

phenomena at larger timescale.  

Earlier studies of charge transfer with molecular dynamics by Warshel and coworkers183-

185 used empirical valence bond method to construct effective hamiltonians and the free energy 

surface is calculated by umbrella sampling. They called the approach an adiabatic charging 

model wherein running the trajectories on different mapping potentials would gradually force the 

system to change from the initial state to the final state. In a similar vein, Kerisit and Rosso 186 
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performed classical molecular dynamics with charging potentials and the vertical energy gap as a 

reaction coordinate. Blumberger and Sprik 187, 188 also used the vertical energy gap as a reaction 

coordinate along with a constrained ab initio molecular dynamics method. In another work by 

Blumberger and Sprik, 189 reactant state and product state equilibrium simulations are done 

separately and linearly combined to get free energy curves. Recently, Zhou, et al., 190 performed 

AIMD for an hematite system Fe2O3 and extracted the activation barriers in a similar fashion by 

interpolating the initial and final state coordinates along the transfer pathway.  

In all the works mentioned above, either the vertical energy gap or a linear combination 

of initial and final state simulations is used to derive the Marcus parameters. Building upon this, 

we want to make use of the associated bond changes in a solid-state electron transfer reaction to 

propagate the trajectory. The presence of the excess electron increases the repulsion between the 

reduced metal ion and the anion atoms. The excess electron goes into an anti-bonding orbital 

between the M-O (metal-anion bond), which reduces the electron density in the shared region 

and induces a bond lengthening. It is empirically found that an electron (polaron) transfer results 

in an interchange of bond lengthening between the initial atomic site and the final site. Taking 

this into consideration, we defined the bond length changes as collective coordinates and used 

metadynamics along with a mixed-force umbrella sampling formalism to sample both initial and 

final states simultaneously, and a combination of forces is used to move the trajectory forward. 

We chose bulk TiO2 as our test system. 

4.2 Biased dynamics for polaron hopping 

Metadynamics 171, 191-193 is a biased sampling approach wherein sampling is reduced from 3N-

dimensional space to a selective set of collective variables (CVs) that are highly relevant and 

representative of the physical phenomena we want to observe. Typically, collective variables can 
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be distance-based, or energy function-based, or coordination number-based, or dihedral angle-

based, or any such property which is easily quantifiable from the 3N ionic coordinates. The 

definition of CV should clearly identify the reactant and product states. Sampling is enhanced by 

slowly adding a time-dependent gaussian bias to the potential energy function, which is a 

function of the defined CVs, centered along the trajectory leading out of the energy basins. The 

added bias is accumulated in an external potential term and at time t it is given by: 

𝑉𝐺(𝑠(𝑥), 𝑡) = 𝑤 ∑ 𝑒𝑥𝑝 (−
(𝑠(𝑥) − 𝑠(𝑥𝐺(𝑡′)))

2

2𝛿𝑠2
)

𝑡′= 𝜏𝐺,2𝜏𝐺,…

𝑡′<𝑡

(4.1) 

where w is the height of the gaussian, δs is the width of the gaussian, τG is the deposition rate of 

the gaussians or the time interval at which a new gaussian is added, and x represents the 

trajectory coordinate. Here, xG(tʹ) represents the trajectory under the action of V+VG, V being the 

normal free energy surface. As τG → 0, and for d number of CVs, rewriting the above summation 

in integral form we have  

𝑉𝐺(𝑠(𝑥), 𝑡) =  ∫ 𝑑𝑡′ 𝜔  𝑒𝑥𝑝 (−∑
(𝑠𝑖(𝑥) − 𝑠𝑖(𝑥𝐺(𝑡′)))

2

2𝛿𝑠𝑖
2

𝑑

𝑖=1
)

𝑡

0

(4.2) 

where, ω is the energy rate which is gaussian height divided by deposition rate (w/τG). So, the 

total potential energy of the system in terms of the coordinate space x = (r, 𝑠̃), where r are the 

actual coordinates and 𝑠̃ are the auxiliary variables is, 

𝑉(𝑥) = 𝑉(𝑟) +
1

2
𝑘(𝑠̃ − 𝑠(𝑟))

2
+ 𝑉𝐺(𝑠̃, 𝑡) (4.3) 

The free energy surface (FES) within the collective variable space as t → ∞ is therefore given 

by, 
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𝐹(𝑠) =  −
1

𝛽
ln (∫𝑑𝑥 exp(−𝛽𝑉(𝑥)) 𝛿(𝑠 − 𝑠(𝑥))) (4.4) 

The error in FES reconstruction is assessed to be 171 

𝜀 ∝ √
𝜔

𝐷𝛽
(4.5) 

where, D is the intrinsic system diffusion coefficient in CVs space. 

The advantages of meta-dynamics are: 

• the sampling of rare events is accelerated by adding a boost, and it discourages revisiting 

configurations that are already sampled 

• it allows exploring new reaction pathways since the approach does not place a constraint 

on the reaction coordinate. The system can escape the energy basins passing through the 

lowest free-energy saddle point 

• no a priori knowledge of the potential energy surface is required 

• underlying free energy surface is the inverse of biasing potential 

There are few drawbacks too with the meta-dynamics method: 

• it requires fine-tuning the gaussian width, height and deposition rates which severely 

impact the sampling rate 

• finding the definition of  ‘good’ CV is not easy 

• when to stop the meta-dynamics run is not trivial; the general rule of thumb is as soon as 

initial and final state energy basins are filled, the system starts sampling a flat surface and 

it is ideal to stop then. As more bias is added, the system may start sampling higher 

energy regions which makes it difficult to interpret the FES. 
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As mentioned before, electron transfer events are characterized by significant elongation and 

compression of bonds around the electron localized metal site and its neighbor respectively. For 

example, the figure below highlights a cluster of titanium atoms (extracted from the periodic 

solid) and their surrounding oxygens that are involved in a c-direction electron transfer pathway 

in bulk rutile TiO2. It shows the increments and decrements from a neutral system in its ground 

state configuration when an excess electron is placed on a titanium atom. 

 

Figure 4-1. Bond increments and decrements in angstroms around titanium atoms in bulk rutile 

TiO2 when an excess electron is localized on the left and right metal atoms in state 0 and state 1 

respectively. 

We can observe a flip in the bond increments and decrements when the excess electron transfers 

from the left to the right titanium atom in the above figure. A set of four variables V1, V2, V3, 

and V4 are defined as average changes in bond increments for a corresponding pair of Ti-O 

bonds as shown in the figure below. 
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Figure 4-2. Collective variable definition 

To incorporate the flipping of bond changes with the occurrence of an electron transfer, the four 

variable set defined before is reduced to a set of two collective variables with which meta-

dynamics is carried out. These two collective variables are the differences CV1 = (V1 ‒ V4) and 

CV2 = (V2 ‒ V3) since the increments and decrements are observed in these pairs (V1, V4) and 

(V2, V3) among the previously defined averages. When the ground state equilibrium structures 

are observed the range of collective variable values for state 0 and state 1 are as follows: 

 
State0 State1 

CV1 = (V1 – V4) 0.06 -0.06 

CV2 = (V2 – V3) 0.15 -0.15 

Table 4-1. Collective variable values in initial and final states 

These values show a clear distinction between the initial and final states which is the first and 

foremost quality of a ‘good’ collective variable definition.   

Now we are set to do meta-dynamics in this reduced variable space. For a smooth 

transition near the saddle point we included an umbrella sampling energy function which is a 

linear combination of both the initial and final electron localized states. It is possible to do this 

mixed-force dynamics calculation in CP2K.  
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At each point on the trajectory electronic structure calculations for both states are performed, let 

us call the states A and B, and the combined umbrella sampling 194 energy function to propagate 

the dynamics is defined as: 

𝐸𝑈 = −𝑘𝐵𝑇 ln(𝑒−𝛽𝐸𝐴 + 𝑒−𝛽𝐸𝐵) (4.6) 

The forces that drive the molecular dynamics with this energy function are 

𝐹𝑈 = 𝐹𝐴

𝑒−𝛽𝐸𝐴

𝑒−𝛽𝐸𝐴 + 𝑒−𝛽𝐸𝐵
+ 𝐹𝐵

𝑒−𝛽𝐸𝐵

𝑒−𝛽𝐸𝐴 + 𝑒−𝛽𝐸𝐵
(4.7) 

Here, EA and EB are the biased energies from meta-dynamics, whereas EU is the umbrella 

sampling energy that combine both states.  

Smoothening of the energy surface at the transition point is shown in Figure 4-3 below, with the 

EU surface plotted in green. At the crossing point the energy is kBT*ln(2) lower than the original 

diabatic crossing point, a difference that is usually very small when compared to the actual 

barrier. The purpose here is to avoid the discontinuity in forces when a transition to other state 

happens.  



www.manaraa.com

75 

 

 

Figure 4-3 Graph showing how umbrella sampling energy function from equation 4.6 would 

allow a smoother transition at the crossing point 

 

A constraint in the form of quadratic walls is placed on the other sides of the energy minima 

along the reaction coordinate so that the system samples the region of interest, which includes 

mainly the transition.  

In Figure 4-4 a schematic of the overall system is depicted where we have the filling of an 

energy basin with the metadynamics gaussian hills, umbrella sampling function smoothening the 

transition near the crossing, and the quadratic walls placed on either sides of the energy minima 

to confine the sampling to the region of interest. In essence, we are sampling along the green line 

and the free energy surface (or potential of mean force) is obtained by removing the gaussian 

bias added, as given in equation 4.4.  
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Figure 4-4 Schematic of the metadynamics along with an umbrella sampling function (in green) 

for smooth transition near the crossing point region, and quadratic walls on both sides to 

constrain the dynamics to region of interest.  

4.3 Hyperparameters and computational details 

The gaussian bias defined in equation 4.2 is a function of the width (δs) and height (w) of 

gaussian, gaussian deposition rate (τG), and the timestep of the molecular dynamics run. Time 

step (Δt) of an ab initio molecular dynamics run is dependent on the inherent timescales of the 

electronic and nuclear motions. For a nice discussion on the choice of time step we refer the 

reader to Marx and Hutter. 195 The timescale of nuclear motion can be ascertained from the 

highest phonon or vibrational frequency τn, which is usually of the order of 10-14 seconds or 10 

femtoseconds (for a maximum frequency of 4000 cm-1). To get a good accuracy while 

integrating the equations of motion an upper limit on the timestep would be ideally Δtmax ≈ τn/10. 

We chose a timestep of 0.5 femtoseconds in our simulations to avoid instabilities in force 

computation that arise due to a poor choice of time step during the numerical integration of 

Newton’s equation of motion.  
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For the gaussian height, we tested 1/10th, 1/20th, and 1/40th of the original diabatic 

activation barrier of 0.28eV in bulk TiO2 for a c-dir hop in ground state. The knowledge of an 

estimate of the barrier is not needed in general, but we were testing how the choices affect the 

metadynamics run. Similarly, we considered the gaussian widths of 0.1, 0.05 and 0.02, keeping 

in view of the collective variable values from Table 4-1. Deposition rates of every 20, 50 and 

100 timesteps were used in different runs. Figure 4-5 below shows one of these runs with bad 

parameters. 

We used a SZV basis set 150 for both Ti and O atoms, and a 3x3x5 supercell with the cell 

parameters [a=13.869 Å, b=13.869 Å, c=14.907 Å], [α=90, β=90, γ=90]. A +U value of 10 eV is 

added to the titanium 3d orbitals. GTH pseudopotentials 151 were used for both titanium and 

oxygen wherein for titanium there are 12 valence electrons corresponding to [3s2 3p6 3d2 4s2], 

while for oxygen there are 6 valence electrons representing the outer shell [2s2 2p4]. System is 

initially equilibrated to 300 K in NVT ensemble for 2.5 picoseconds. A velocity rescaling 

thermostat (CSVR) with a small time constant of 1 is used to induce strong thermostating.    

 

Figure 4-5 Energy convergence in an equilibration run of 2.5 picoseconds. 
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Figure 4-5 shows that the system is well equilibrated as the changes in energy are minimal and of 

the order of 10-5 atomic units. This well equilibrated trajectory is used for doing production runs 

with the biased potential applied.    

4.4 Results and Discussion 

The figure below shows the free energy surface reconstructed from a metadynamics trajectory of 

16.4 picoseconds. A single hop is observed, and symmetric energy basins can be seen from the 

contour plot with centers that fall near the expected ground state minima.  

One major issue with this run is the position of crossing point, which is deep at ~ -0.4 eV. In an 

ideal case the crossing point would be slightly below zero when we have a good sampling near 

the transition region. Since there is only one hop observed the system went through the saddle 

point only once and we need more such crossings to get a well-defined surface there. Frequent 

crossings happen across the transition plane once the free energy surface flattens due to the 

added bias. 



www.manaraa.com

79 

 

Another reason for this discrepancy is due to the wider gaussians that add a bias in transition 

region while the trajectory is still in one of the basins and thus bring the barrier down. One way 

to avoid this is to place narrower gaussians that would actually fill the transition region only 

when the trajectory is at the transition region. A small caveat is that when a gaussian width is 

narrowed down then we must compensate for the slow sampling either by increasing the height 

of gaussian or by faster deposition. The distance between the transition state and localized state 

minima, barrier-wise and in terms of collective variables, need to be considered regarding the 

size of gaussians, for their height and for their width.  
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Figure 4-6 a, b.) Free energy surface of a 16.4 picoseconds trajectory with a poor choice of the 

parameters gaussian width δs=0.1, height w=0.007 eV, deposition rate τG= 100. Two symmetric 

basins are formed as seen in the contour with a barrier of 0.05 eV. c.) A flip in the bond lengths 

observed during a hop at around 8.7 ps. 
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One more major issue here is the stopping criteria for adding gaussians. If we continue adding 

the bias even after filling the basins we end up with the situation in figure 4-6. An adaptive bias 

must be applied, or we should turn off the bias manually after inspecting the evolution of the free 

energy surface.  

In the figure 4-8, we show a better choice of metadynamics parameters that reduces this effect of 

dragging down of crossing point. Here, we observe two hops through the transition region, and 

the energy basins are better resolved than the previous one above.   
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Figure 4-7 a,b.) Free energy surface of a 11 picoseconds trajectory with the parameters gaussian 

width δs=0.05, height w=0.014 eV, deposition rate τG= 100. Two basins are formed, where one 

seems to have a minimum near the ground state minimum and the other is approaching towards 

it. A barrier of 0.13 eV is observed, there is still a bit of dragging down near the transition 

region. c.) Two hops are observed during the run at around 1 and 7.7 ps. d.) corresponding bond 

length changes reflecting the hops are shown here. 
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4.5 Conclusion 

Metadynamics with the bond length based collective coordinates can represent the polaron 

hopping characteristics very well. It shows promise in accelerating the hop events and estimating 

the activation barrier. The only drawback is the ‘tuning’ of the hyper-dynamics parameters which 

can severely affect the free energy surface generation, and oftentimes deter the objective. 

However, we believe that the parameters ‘tuned’ for TiO2 may be a good starting point for other 

metal oxides semiconductors as they all exhibit similar phonon frequencies and vibrational 

densities of states. Shallow gaussians with faster deposition rates are much preferred and an 

adaptive self-learning bias needs to be applied. 
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Chapter 5 Compressed Sensing for phonon modes of charge 

transfer 

5.1 Introduction 

Phonons are quantized elastic waves that arise from the lattice vibrations. The presence of 

an excess charge alters certain vibrational modes due to polaron formation in many of the 

transition metal compounds. As we have seen in previous chapters, charge transfer is associated 

with significant distortions in lattice structure, which appear as an anti-phase symmetric 

breathing mode dynamics. 18, 93 A concerted decrease in bond lengths around the initial polaron 

site and increase in bond lengths around the final site, makes it one of the key descriptors that 

represent the physical phenomena of charge transfer and helps in estimating activation 

barriers.191, 192, 196 From Fig. 5-1 and comparing the softer ‘red’ and stiffer ‘blue’ surfaces, we can 

see that the stiffness of the potential energy surfaces modulates the activation energy for 

hopping. The important parameters that enter the evaluation of the activation barriers, the 

reorganization energy λ and the coupling element VAB, are computationally very expensive. We 

aim to explore the possibility of isolating the charge transfer breathing phonon mode from the 

Figure 5-1. Marcus diagram for two different systems with different electron transfer modes 

resulting in changed activation barriers 
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vibrational phonon spectrum to estimate more easily the activation barrier. Methods to obtain 

this phonon mode are described in the section below, and they help in the direct computation of 

mobility.  

Ab initio molecular dynamics (AIMD) removes the potentially significant approximation 

of the two-state model i.e., the use of an ad-hoc reaction pathway and the restriction of 

harmonicity (harmonic potential energy surfaces). The anti-phase symmetric breathing mode 

corresponds to the underlying reaction pathway in the two state polaron hopping model.18, 50 

Molecular dynamics captures this correlated atomic motion which can be transformed as 

vibrational spectrum.197 The Fourier transformation of the Velocity Auto Correlation (VAC) 

function calculated from AIMD is a well-established methodology to get the power spectrum. A 

potentially much more efficacious approach is to use Compressed Sensing15, 198 of the velocity 

auto correlation function to get the vibrational frequency spectra with much shorter MD 

trajectories. 

5.2 Compressed sensing  

Compressed sensing (CS) allows reconstruction of a signal from reduced a number of 

samples. Here the sparsity occurs in the limited number of sampling points of the molecular 

dynamics. With a shorter trajectory we can only access the higher frequencies and it is a question 

of how to determine the full spectrum, including the slow modes, when we have only a few 

thousands of ‘configurations’ (sets of 3N coordinates). In the most basic approach we use a 

quadratic approximation and calculate 6N gradients that gives us the force constant matrix 

(dynamical matrix). In contrast, MD gives the frequencies in the non-quadratic approximation 

although sampling all modes is quite expensive.  
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When applied to transforming the real-time data of molecular dynamics simulations to 

frequency domain we hope to extract information about the electronic and nuclear dynamics in a 

much more efficient way than with the use of standard discrete Fourier transform. Reduction in 

computation time by a factor of five is reported by Andrade, et al.15 

Traditional method is to project time-resolved velocity autocorrelation function v(t) on to 

vibrational frequency domain g(ω) by cosine transform 

𝑔(𝜔) = ∫ 𝑑𝑡𝑐𝑜𝑠(𝜔𝑡)𝑣(𝑡)
∞

−∞

 

In discrete formulation,   

𝑔𝑘 = ∑ 𝛥𝑡 cos(𝜔𝑘𝑡𝑗) 𝑣(𝑡𝑗)
𝑁𝑡

𝑗=1
 

The resolution of all frequencies requires lengthy simulations to sample configuration space 

properly.  

We reformulate the above problem as:  

𝑭𝒈 = 𝒗 

where, F = Fourier matrix of size Nt X Nω. For short simulation times Nt < Nω, the linear system 

is underdetermined, and we have many possible solutions for g. Since many of the Fourier 

coefficients are zero the problem reduces to finding the sparsest solution which is equivalent to a 

basis pursuit denoising problem of minimizing the l1 norm of the objective function g  

min
𝒈

|𝒈|1       subject to       |𝑭𝒈 − 𝒗| <  𝜂   

 where η is the noise level. The Spectral Projected Gradient method for l1 minimization (SPGL1) 

is a code developed by Friedlander et al.,198 to carry out the minimization. We employed this 

compressed sensing methodology to obtain the vibrational (phonon) spectrum of our systems (in 

lieu of Fourier transform). Spectral projected gradient methods differ from Quasi-Newton 
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methods in the selection of step length that results in efficient convergence for large scale 

optimization problems. The choice of step lengths is related to the spectrum of the underlying 

local Hessian rather than related to the standard decrease in the objective function value.199 

5.3 CS for resolution of ET phonon modes 

The vibrational spectrum obtained from molecular dynamics of an excess electron localized 

rutile TiO2 system using CP2K is shown in figures 2 and 3. A supercell of 3x3x5 and SZV basis 

sets for Ti and O are used. A CSVR thermostat is used to maintain the temperature at 300 K. For 

the same system harmonic normal modes from small displacement method at T=0 K using the 

computer code ‘phonopy’ with CP2K are obtained (and shown in Figure 5-3). A small shift in 

frequencies can be observed due to anharmonicity via temperature in molecular dynamics.  
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From Figure 5-2 it can observed that 3ps of trajectory gives a well-converged spectrum in case of 

compressed sensing whereas FFT did not resolve many of the frequencies yet. There does not 

Figure 5-2. Time evolution of vibrational spectrum of electron-localized TiO2 obtained from 

Compressed sensing (left column, blue) compared with Fourier transform (right column, green) 

of the velocity autocorrelation function from an MD trajectory within NVT ensemble at 300K 

temperature.  
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appear to be a large difference between the spectra at 3 ps and 4 ps in the case of compressed 

sensing that shows a good convergence within a shorter trajectory of 3 ps. Figure 5-3 shows the 

error convergence compared to the longer 4 ps trajectory. Here CS does not appear to be 

significantly more powerful than FFT. 
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A comparison of vibrational spectra obtained by compressed sensing on a molecular dynamics 

trajectory (at T=300K), and via the finite displacement method (at T=0K) for differences of 

Figure 5-3 Error in intensities at different times with respect to 4ps spectrum respectively for CS 

and FFT. Here δI = I(t) – I(t=4 ps) on the y-axis. 
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gradients using ‘phonopy’ (phonopy is quadratic approximation compared to MD that gives a 

non-quadratic approximation of the energy surface) with CP2K is shown in figure 5-4.  

Figure 5-5 shows the phonon spectra of a subset of atoms that form two TiO6 

octahedrons, one with an electron localized on a Ti atom and the six oxygen atoms surrounding 

it, and the second ‘neutral or stoichiometric octahedron that is a far-way Ti atom with its 

surrounding oxygen atoms, which represents the bulk of the solid (each octahedral subset 

consists of 7 atoms in total here). We can see a small shift of frequencies near 500, 600 and 800 

cm-1 for the electron-localized Ti octahedron when compared to the distant bulk-representative 

octahedron. The whole range of vibrations seems to be shifting for the charge localized 

octahedron, but it remains difficult to pick up a set of dominant frequencies. A similar effect is 

Figure 5-4. Vibrational spectrum of electron-localized TiO2 obtained from the Compressed 

sensing of velocity autocorrelation function of MD trajectory within NVT ensemble at 300K 

temperature. Phonon spectrum in red is obtained by small displacement method at T=0 K using 

phonopy. 1 Shifts in frequencies with MD trajectory are observed when compared to phonopy 

output because of anharmonicity due to temperature.  



www.manaraa.com

92 

 

noticed if we calculate the vibrational spectrum of the Ti-O stretches, instead of individual atom 

movements, in these octahedrons, shown in Figure 5-6. 

Figure 5-8 shows the combined phonon spectra of two octahedrons that are involved in 

electron transfer, which is a subset of 12 atoms (as shown in Figure 5-7). Among the 12 atoms 

two are Ti atoms, which are neighbors involved in c-dir electron hop. And a total of 10 

surrounding oxygen atoms for the two Ti atoms, with 2 oxygens forming a bridge. Two 

frequencies near 450 and 500 cm-1 stand out in Figure 5-8. 

Figure 5-5 Phonon spectra of subset of atoms that form two octahedrons, first of which is an 

electron-localized Ti atom and the six oxygen atoms surrounding it, second octahedron is a 

faraway Ti atom and surrounding six oxygen atoms that represent the bulk. 
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Figure 5-6 Phonon spectra of Ti-O stretches that form two octahedrons; first of which is an 

electron-localized Ti atom and the six Ti-O bonds surrounding it; second octahedron is a faraway 

Ti atom and surrounding six Ti-O bonds that represent the bulk. 

Figure 5-7 Octahedrons of Ti and surrounding oxygen atoms in a TiO2 lattice. Ti atoms 

are in grey color and Oxygens are in red. 
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Figure 5-9 shows a similar trend in spectrum with two frequencies standing out, for the Ti-O 

bond stretches, instead of the individual atom movements, although shifted by 100 cm-1. 

Figure 5-9 Phonon spectra of two octahedrons combined which makes it a subset of 12 atoms; 

two of which are Ti atoms involved in electron transfer, one Ti has an electron localized and the 

other is its neighbor; and the surrounding 10 oxygens, two of which are bridging the Ti atoms. 

Figure 5-8. Phonon spectra of Ti-O bond stretches in two octahedrons combined, which makes 

it a total of 12 bonds; six Ti-O bonds around the Ti that has an excess electron localized and the 

others are around the neighbor Ti atom. 
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5.4 Conclusion 

Even though slightly better resolution of peaks is observed with compressing sensing when 

compared to the method of Fourier transform, the CS approach is not significantly better than the 

FFT approach, as had been remarked in the case of isolated molecules presented in Andrade et 

al. 15 There are a large number of vibrations in the range of 0 to ~ 1000 cm-1 (density of states) in 

a crystal lattice that deters this method to be as effective as small molecules wherein the number 

of vibrations are much smaller and better separated. Sparsity plays a very important role in the 

effectiveness of compressed sensing methodology and it seems even for a small subset of atoms 

in a periodic crystal there are too many coupled vibrational modes, rendering the method not as 

powerful in the solid state, contrary to anticipations.  
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Chapter 6 Materials Screening Based on Electron Transport 

6.1 Introduction 

High throughput materials screening approaches for solar energy materials are severely 

inhibited by the large number of rules that need to be applied for modeling each of these 

compounds. There are several underlying processes that contribute in different ways to the 

overall material functionality. A typical high throughput workflow thus involves tiered screening 

wherein we start out with a set of layered descriptors that describe the macroscopic property or 

functionality. Thus, a target property has multiple descriptors, and initial filters consist of easily 

computable descriptors so that we can train a model, and then use the model to predict the 

property for a large set of materials. For example, while estimating conductivity of energy 

conversion materials, their band gap must fall within the visible range of solar radiation, and 

applying this filter brings down the number of compounds from millions of possibilities to 

thousands. A classic example involves the class of ‘perovskites’ which are earth-abundant 

transition metal compounds that have excellent potential to be photoconversion materials. The 

total number of possible combinations with different space groups and different stoichiometries 

is huge. If we constrain the search to one specific space group and a single stoichiometry, such as 

ABX3, then we end up with more than 36,000 possible combinations. Korbel, et al., 200 filtered 

over 32000 of such perovskites with cubic crystallographic structure based on thermodynamic 

stability, band gap, and hole effective masses to nearly 200 compounds with better conductivity. 

Some of these 200 compounds include novel materials combinations that have not been 

synthesized previously, resulting in the discovery of potential candidates with good performance.  

One caveat here is the method used for quantifying transport. in their work, the authors 

used the average effective mass of excited electrons. The authors clearly mentioned that this 
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approximation of single-band model for the effective mass did not account well for mobility due 

to the existence of degenerate bands. Also, it is known that the effective mass model does not 

really apply to small polarons that are carriers in most oxides. It is a challenging choice to decide 

how much detail should be incorporated while performing thousands of calculations with 

minimal human intervention and within accessible computation power. Electron transport is 

difficult to model, and a part of our effort was focused on deriving descriptors that correlate 

effectively with transport and design principles to screen transition metal compounds.   

6.2 BMX3 dataset 

We started with a systematic study of chalcogenide perovskites, having stoichiometric 

formula BMX3, in distorted structure that are easy to synthesize via liquid processing. 201  Here 

B, M and X are given by: 

B – barium, 

M – titanium, zirconium, hafnium (Group IV) 

X – oxygen, sulfur, selenium (Group VI). 

 

Figure 6-1 BMX3 compounds in distorted perovskite structure, where B=Ba, M=Ti/Zr/Hf, and 

X=O/S/Se. 
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Figure 6-2 Bandgaps of BMX3 set of compounds. 

 

Electron and hole transfer barriers were calculated for the metal and anion respectively within 

Marcus theory linear approximation using VASP 202-206 at PBE+U level of theory. 158 A 2x2x1 

supercell is used and a gamma centered k-point grid of dimensions 2x2x2 is used, along with a 

plane-wave cutoff of 400 eV. Dudarev’s method of +U is chosen to treat the strong on-site 

coulomb interaction. 123 A +U value of 6 eV is applied to the metal atoms for electron transfer 

calculations, and a +U value of 10 eV is applied to the chalcogens for hole transfer calculations. 

The structures are optimized up to force convergence of 0.01 eV/A and energy convergence of 

1.0E-05 eV. Gaussian smearing method with a width of 0.05 eV is used for smooth convergence.  

PAW-PBE pseudopotentials are used and the valence configurations are as follows: 207   

Ba_sv – 10 electrons – 5s2 5p6 6s2 

Ti_sv – 12 electrons – 3s2 3p6 4s2 3d4 
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Zr_sv – 12 electrons – 4s2 4p6 5s2 4d4 

Hf_sv – 12 electrons – 5s2 5p6 6s2 5d4 

O – 6 electrons – 2s2 2p4 

S – 6 electrons – 3s2 3p4 

Se – 6 electrons – 4s2 4p4 

In BMX3, there are three identical pathways for both electron and hole transfers, as illustrated in 

Figire 6-1, with the barriers shown in the following bar graphs. Missing data are due to the 

difficulty in obtaining localized configurations in those compounds for that transfer.  

 

Figure 6-3 Electron polaron transfer barriers in BMX3 set of compounds. 
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Figure 6-4 Hole polaron transfer barriers in BMX3 set of compounds. 

 

Some preliminary observations from this small dataset are as follows: 

✓  sulfur and selenium containing compounds show higher electron and hole 

mobility than oxygen containing compounds 

✓  lower energy barrier and higher mobility with Hf over Zr 

These simple observations emphasize that the chemical environment of an electron or hole 

polaron carrier, and how effectively they are ‘bound’ to the lattice atoms determine the 

mobilities. A more thorough analysis can be made by including descriptors that broadly fall into 

the following categories:208 

1. Chemical composition 

2. Band structure 

3. Elemental properties 

4. Structural properties  

Before going into a detailed list of relevant descriptors for electron transport in perovskites we 

need to generate a large dataset of transfer barriers. From Korbel, et al., 200 we have a filtered set 
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of nearly 200 cubic perovskite compounds that have potential for higher mobility. Taking the 

chemical formula of this screened set of compounds as a starting point to study electron transport 

patterns, a job builder script has been written. The following tasks are in mind when creating a 

workflow for screening the materials: 

1. Get the compound’s optimized structure from aflowlib 5, 209, 210 using its API 

2. With the same set of calculation parameters (cutoff, +U value, pseudopotential, etc.), 

localize an excess electron by elongating the bonds around a specific metal site 

3. Check whether a localized state is obtained or not after the DFT calculation. 

These tasks proved difficult to automate as localized states are not obtained with ease. Differing 

magnetic properties of compounds resulting in weird spins, and delocalization of electron even 

with application of a higher +U value are detrimental to achieve any automation of this task. 

Charge localization still requires lot of attention and parameter tuning for each compound. It was 

not possible to create a generalized set of parameters that could be applied in this context. 

Another attempt was made by fixing the distorted GdFeO3 structure as the base structure for all 

materials in the selected compound space and then optimized the neutral structures in the first 

step. In a second step, a higher +U value was used to get a good localized initial guess for the 

localization jobs. Even with these tricks, the excess charge got delocalized in most of the cases. 

 As it was proven to be a challenging if not tedious task to make a set of rules for charge 

localization and get the transfer barriers in a linear approximation, we opted for an alternative 

approach to identify descriptors. We collected already available small polaron transport data 

from the literature and from our calculations of BMX3 to create a dataset of 26 compounds for 

electron polaron transfer shown in Table 6-1 below.  
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Compound Activation 

barrier in eV 

Reference 

1 ZrO2 0.20 Christine 211 

2 ZrOS 0.14 Christine 211 

3 BiVO4 0.37 Liu, et al. 212 

4 CeO2 0.40 Plata, et al. 213 

5 α-Fe2O3 0.19 Iordanova, et al. 92 

6 Ta3N5 0.21 Morbec, et al. 214 

7 α-Cr2O3 0.21 Iordanova, et al. 91 

8 TiO2 0.09 Deskins, et al. 93 

9 FeO 0.17 Kerisit, et al. 186 

10 Fe3O4 0.19 Skomurski, et al. 74 

11 NiO 0.32 Yu, etal. 76 

12 LiFePO4 0.22 Maxisch, et al. 215 

13 MnPO4 0.20 Maxisch, et al. 215 

14 FePO4 0.18 Maxisch, et al. 215 

15 FeBO3 0.14 Loftager, et al. 216 

16 α-MoO3 0.17 Ding, et al. 217 

Figure 6-5 Training set of electron transfer barriers collected from literature as well as calculated 

by us. 
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17 BHSe 0.05 This work 

18 BZSe 0.10 This work 

19 BZS 0.04 This work 

20 BTSe 0.11 This work 

21 BTS 0.13 This work 

22 BTO 0.29 This work 

23 HfO2 0.06 Munoz, et al. 218 

24 LiMnO2 0.30 Hoang 219 

25 Li2MnO3 0.33 Hoang 219 

26 MnO 0.47 Hoang 219 

Table 6-1. Electron polaron activation barriers collected from literature  

6.3 Chemical Descriptors for ET 

While considering what factors weigh into the conductivity of a solar energy conversion 

material we can start with a fundamental question of what makes a material to be metallic or 

insulating in the first place. We need chemical descriptors that quantify electron affinity and its 

movement in a bulk lattice. Here is a set of potential descriptors that affect polaron formation 

and its mobility in a transition metal compound:220  

1. Bond energies of diatomic cation-anion D_298/(kJ/mol)^-1 

2. Oxidation state of cation 

3. Coordination number of cation 

4. Ionic radius of cation 

5. Ionic radius of anion 

6. Effective Electronegativity (Using Sanderson’s principle of electronegativity 

equalization) 

7. Electronegativity of metal in ion form 
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8. Electronegativity of anion in ion form 

9. Covalent radius of cation 

10. Covalent radius of anion 

11. (Oxidation state)^th IP of cation [Example: 4th IP of Ti implies IP of Ti+3] 

12. Second or third electron affinity of anion 

13. Electron affinity of anion 

14. Metal anion stretching frequency  

15. Bader net charge on cation 

16. Bader net charge on anion 

17. U`o (electron excitation energy as defined in Torrance, et al. 220) 

18. Distance between metal-anion (d_MO) 

19. Molecular weight 

20. Number of d valence filled in cation 

21. Number of f valence filled in cation 

22. Reduced mass of cation-anion pair 

23. Bond elongation due to excess electron around metal atom (Δx) 

Most of the structural data is accessed from the aflowlib 5 and materials project 8 repositories 

while the elemental properties are from NIST data accessed through the python packages 

QCElemental, and Magpie. 10  

6.3.1 Multicollinearity among descriptors and feature selection  

In multivariate regression, one descriptor variable can sometimes be highly correlated with 

others i.e., it can be linearly predicted from the others with a substantial degree of accuracy. This 

regression pitfall is called multicollinearity. The precision of the estimated regression 
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coefficients decreases as more predictors are added to the model. So, we need to eliminate these 

redundant descriptors by few heuristics such as:  

1). Detection from linear models: Large changes in regression coefficients when data is added 

or deleted is an indicator. Insignificant regression coefficients in multiple regression correspond 

to the affected variables. 

2). Variance inflation factor (VIF): It is the ratio of overall regression model variance with 

multiple descriptors, divided by the variance of the model with each individual descriptor term. 

Typically, a VIF less than five is good and greater than 10 indicates severe multicollinearity 

among the descriptors. 

3). Condition number: This test indicates the potential sensitivity of the computed inverse to 

small changes in the original matrix. Condition number > 15 is a concern, >30 is a serious 

concern. 221 

4). Pearson correlation: Construction of a correlation matrix among the descriptor variables 

will yield indications as to the likelihood that any given pair of right-hand-side variables are 

creating multicollinearity problems (this describes a bivariate relationship, whereas collinearity 

is a multivariate phenomenon). An absolute value in the range 0.7 to 1.0 implies strong linear 

correlation, 0.5 to 0.7 implies a moderate linear correlation, 0.3 to 0.5 means a weak linear 

correlation and 0.3 to 0.0 means little or no association between the variables. 

Applying these principles to the list of descriptors mentioned above and removing the highly 

correlated descriptors along with recursive feature elimination, and finally using random forests 

estimator, we arrived at the top 10 relevant features for ET as shown in the table below. 

 Descriptor VIF 

1. Electron excitation energy (U`o in eV) 2.68 

2. EN of metal in ion form 3.36 

3. M-O stretching frequency 3.80 
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4. EN_Sanderson 3.86 

5. Molecular weight 4.04 

6. d_MO 5.08 

7. bond energies of diatomic cation-anion 5.48 

8. (Oxdn. state)^th IP of cation 6.85 

9. Reduced mass of cation-anion pair 7.54 

10. Bader net charge on cation 8.47 

 

Table 6-2 Top 10 descriptors and sorted according to their variance inflation factors. 

The condition number of the matrix with the top 10 descriptors is 9.71, which is good. 

6.4 Model comparison and Results 

For the supervised learning algorithm, we have a wide variety of choices and here we tried linear 

regression, polynomial ridge regression, random forests and gradient boosting. Gradient boosted 

decision trees model performs better as we can see from Table 6-3, with low mean squared error 

among all. 
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Boosting is an iterative procedure in which a set of weak learners produce a strong learner. At 

each step of boosting the weights on the data are modified by the results from a previous step. 

These methods have origins in classification problems and were later adapted to regression too. 

222 The outliers are better handled with the use of Huber loss criterion which has the following 

functional form, 

𝐿(𝑦, 𝑓(𝑥)) =  {

[𝑦 − 𝑓(𝑥)]2 ,          𝑓𝑜𝑟 |𝑦 − 𝑓(𝑥)| ≤  𝛿

𝛿 (|𝑦 − 𝑓(𝑥)| −
𝛿

2
) ,             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 
Linear 

regression 
Poly ridge 
regression 

Random 
forests 

Gradient 
boost 

Mean squared error 0.0056 0.1050 0.0014 0.0008 

Variance score or R-squared 0.52 0.90 0.88 0.93 

Table 6-3 Mean-squared error for the whole dataset with different models 
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Figure 6-6 Predicted values versus the true values for random forests and gradient boosting 

models of regression 
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The following chart shows the feature importance from random forests and gradient boost 

regression models. All the models are from the scikit-learn python library. 223 

 

Since we have a small dataset we checked for overfitting with leave-one-out cross validation 

method wherein the model is trained on n-1 data points, n is the size of the dataset, and the 

model performance on the remaining point is compared.  

 
Gradient 

boosting – top 
10 descriptors 

Gradient 
boosting – top 5 

descriptors 

 Total combinations  26 26 

Training set average MAE 0.0190 0.0190 

Training set prediction accuracy within 2kBT  100.00% 100% 

Test set average MAE 0.0774 0.0681 

Test set prediction accuracy within 2kBT  42.31% 50.00% 

Test set prediction accuracy within 3kBT  69.23% 65.38% 

Table 6-4 Performance of Gradient boosting model when n-1 data points are used for training 

and tested on the remaining one point. Average mean absolute error for all the possible 

combinations is presented here and it is close to 3kBT. 

Figure 6-7 Feature importance for the selected 10 descriptors from random forests and 

gradient boosting models. 
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With ten descriptors around 69% of Gradient boosting model’s predictions lie within 3kBT 

bounds. And with the top five descriptors average mean absolute error is 0.0681 for leave-one-

out validation, and this is the best estimate we can obtain with this small dataset. 

6.5 Prediction framework for new materials 

The prediction accuracy of the model on unseen dataset needs to be improved with larger 

training sets and it is a time-consuming process. Pending addition of new training data, we used 

our current model to build a framework that goes till the end of predicting transport barriers. A 

set of 462 compounds of ABX3 formula was generated from the following elements: 

• A = ['Li', 'Be', 'Na', 'Mg', 'K', 'Ca', 'Rb', 'Pb', 'Sr', 'Cs', 'Ba', 'Al', 'Ga', 'In', 'Sn', 'Tl', 'Bi'] 

• B = ['Sc', 'Ti', 'V', 'Cr', 'Mn', 'Fe', 'Co', 'Ni', 'Cu', 'Zn', 'Y', 'Zr', 'Nb', 'Mo', 'Ru', 'Rh', 'Pd', 

'Ag', 'Cd', 'La', 'Hf', 'Ta', 'W', 'Re', 'Os', 'Ir', 'Pt', 'Au', 'Hg'] 

• X = ['N', 'P', 'O', 'S', 'Se', 'F', 'Cl', 'Br', 'I'] 

The aflowlib 209 repository of materials data is queried for the 4,437 possible combinations but 

structural data was available only for 462 compounds and these included the 200 compounds 

screened before by Korbel, et al. 200 The structural data was needed to calculate the descriptors 

‘electron excitation energy (U`o)’ and ‘d_MO’. The top five attributes give a test set prediction 

accuracy of 65% within 3kBT error bound and this model was chosen for its simplicity of 

calculating descriptors. With this model, predicting the electron transfer barriers resulted in 

values in the range [0.1, 0.22] for the whole set. The distribution of various elements in this input 

data is shown in the following graphs: 
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The top 100 compounds with lower activation barriers are shown in Figure 6-8. These 

predictions are very rough estimates of the electron transfer barriers. To gain confidence in these 

results the inherent regression model still needs to be trained on a diverse set that involves lot of 

structural factors.  

Figure 6-8 Distribution of elements in the input data for prediction. Estimation of ET barriers are 

between the element B and its neighbor in ABX3. 

Figure 6-9 Estimations of activation barriers based on current model and top 100 compounds 

with lower barriers and potential good conductors. 
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Here are the graphs with all the 462 points plotted with the atomic numbers of elements in A, B 

and X with the electron transport barriers. 

 

Figure 6-10 Elements in B Vs. A, and B Vs. X in ABX3 and their 

predicted electron transfer barriers in eV. 
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It can be observed that third row transition metal compounds offer low barrier to the electron 

transfer as expected, since the electron is not bound as tightly as in the case of first row. 

6.5 Conclusion 

We started with a small test set of BMX3 compounds and observed simple inferences related to 

the ligands. We later expanded to a larger set drawn from a mix of literature data and our own 

data. The top ten descriptors for electron transport can predict the actual values to a good 

accuracy. The only problem here is the lack of more computational data on electron transport. 

For the gradient boosted decision trees, the model ‘predicted’ very well the training data but the 

prediction on unseen data was not satisfactory. Larger data sets with structural and compositional 

similarity as well as directional anisotropy need to be generated to get a better prediction 

accuracy and for the emergence of more distinct patterns. 
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Chapter 7 Modeling ORR in CuS pertinent to Water 

splitting 

7.1 Introduction  

Water splitting is a fundamental reaction in photo-electrochemistry and heterogenous 

catalysts with complex properties are used to ramp up the kinetic rates. Density functional theory 

(DFT) has been at the forefront of understanding surface reactivity and giving a full picture of 

the thermodynamics accurately. DFT has been instrumental in deriving the design principles for 

several catalysts used in water splitting. 12, 224-228 One of the recent discoveries in photocatalysts 

are transitional metal sulfide (TMS) nanomaterials, which are proven to be effective for the 

oxygen reduction reaction (ORR), oxygen evolution reaction (OER) and hydrogen evolution 

reaction (HER).229-231 ORR occurs at the cathode of polymer electrolyte membrane fuel cells and 

metal-air batteries and its rate strongly influences the performance of these devices.232, 233  

Platinum free ORR electrocatalysts using TMS nanocrystals (NCs) have potential 

advantages such as low cost, comparable electrochemical activity to precious metals, and tunable 

physical and chemical properties. Among TMS compounds Fe-S, Ni-S, and Co-S systems,234-237 

are widely explored and recently copper sulfide [Cu2-xS (0 ≤ x ≤ 1)] nanocrystals caught the 

interest of chemists.238-242 Among the many crystal phases and compositions of Cu2-xS, covellite 

CuS shows good electron mobility and free hole density, which are highly desired characteristics 

for electronic and catalytic applications.  

Our experimental collaborators synthesized covellite CuS nano-platelets (NPls) of 

controllable lateral dimensions and we investigated theoretically how facet selectivity contributes 

to the anisotropic conductivity. DFT calculated oxygen adsorption energy diagrams for the ORR 
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on the three possible surface terminations (two types of (001) planes, and a (110) plane) are 

investigated here to compare with the experimental results. 

7.2 Covellite structure 

Covellite consists of layers of triangular CuS3 units (denoted as Cu1), each sandwiched between 

two layers of CuS4 tetrahedra (denoted as Cu2). Each triple layer is linked to the triple layers 

above and below it via disulfide bonds.  

 

Figure 7-1. (a) Structural model of covellite CuS. Potential ORR surfaces: (b) (110) planes with 

mixed Cu1 and Cu2 atoms, (c) Cu2 terminated and (d) Cu1 terminated (001) planes. The arrows 

indicate cleavage planes that produce the two different (001) surfaces. 

Here, the notations Cu1 and Cu2 indicate the chemical environment of copper atoms in bulk 

covellite, and their chemical properties will be different on an exposed (001) or (110) surface, 

due to the change of ligands and surface relaxation. For each covellite CuS unit cell, cleavage on 

(110) planes can lead to exposure of two Cu1 atoms and four Cu2 atoms, whereas (001) has 
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either Cu1 or Cu2 atom termination. The kinetically most favorable reaction pathway for the 

ORR process catalyzed by a nonprecious-metal catalyst in alkaline solution is a molecular 

oxygen associative or dissociative adsorption mechanism. In section 7.4 we will see in greater 

detail which of these two mechanisms is the most favorable and for which surface termination. 

7.3 Calculation details 

Calculations were done using spin-polarized density functional theory (DFT) with the 

Perdew-Burke-Ernzerhof (PBE) functional augmented with dispersion correction DFT-D3 of 

Grimme (with zero damping), using Vienna ab initio Simulation Package (VASP).243-247 

Projected augmented wave (PAW) pseudopotentials were used for Cu (valence 3d104s1), S 

(valence 3s23p4), and O (valence 2s22p4) for the treatment of ion cores.248, 249 We used an energy 

cutoff of 400 eV for the plane wave basis set, along with a Gaussian-smearing width of kBT = 

0.05 eV for partial occupancy of states near the Fermi level.  

 ZPE TS 

* (site) 0.00 0.00 

O* 0.05 0.00 

OH* 0.35 0.00 

OOH* 0.41 0.00 

OO* 0.10 0.00 

H2O 0.56 0.67 

H2 0.27 0.41 

½ O2 0.32 0.05 

H2O2 0.69 0.72 

Table 7-1 Zero Point Energy Corrections and Entropic Contributions to the Free Energies 

We used a Monkhorst-Pack k-point grid generated using the methodology of Wisesa, et al., to 

accelerate the calculations.250 We applied zero-point energy (ZPE), enthalpy (S), and entropy 



www.manaraa.com

116 

 

corrections to reaction energies as proposed by Valdes et al.251 and gathered in Table 7-1. We 

performed calculations of the oxygen reduction reaction on covellite CuS (001) and (110) 

surfaces as periodic slabs. Two CuS (001) slabs with two different terminations were defined 

(with surfaces marked Cu1 and Cu2 in Figure 8).252 Each had a hexagonal surface cell with 

dimensions of 7.60 Å × 37.00 Å (γ = 120.0°) and four copper atoms exposed on the surface. The 

CuS (110) slab had an orthorhombic surface cell with dimensions of 16.47 Å × 6.60 Å × 27.43 

Å, and 6 copper atoms exposed at the surface. All slab models contained seven layers of ions, 

and a vacuum space of at least 14 Å to avoid interactions between surfaces and their periodic 

images. All systems were optimized with a force convergence criterion of 0.01 eV/Å while the 

bottom two layers were fixed. 

7.4 DFT-Calculated Oxygen Adsorption Energy and Facet-Dependent ORR 

Behavior  

  We investigated the two possible reaction mechanisms previously suggested. In the 

dissociative mechanism, the O2 molecules dissociate before they are hydrogenated, while in the 

associative mechanism they are hydrogenated before they dissociate. We referenced the step 

energies for each electrode half reaction to a standard hydrogen electrode (SHE) by replacing the 

energy of a proton-electron pair E(H+ + e-) with the energy of a hydrogen molecule E(H2). This 

allows the results to be compared directly with the experimental results (E vs. RHE).  

 

The associative mechanism proceeds via the adsorption of molecular O2 followed by 

reduction: 228 

1. O2 + * (site) + H+ + e- → HOO* 

2. HOO* + H+ + e- → H2O + O* 
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3. O* + H+ + e- → HO* 

4. HO* + H+ + e- → H2O + * 

The dissociative mechanism proceeds via O-O bond breaking followed by reduction:  

5. ½ O2 + * (site) + H+ + e- → HO* 

6. HO* + H+ + e- → H2O + * 

Structures of the O2 adsorption intermediate for the several slabs are shown in Figure 7-2. The 

energies are given in Table 7-2. The key energies are the “adsorption energies” defined as: 

E(ads) = E(*-O2) – E(*) – E(O2)   for the associative mechanism; 

Figure 7-2 Optimized surface structures for intermediates in the ORR reaction and DFT study on 

different CuS surfaces. (a) O2 adsorbed on the Cu1 terminated (001) surface, forming a peroxo 

bridge between two Cu atoms. (b) Dangling O2 bound to the Cu2 terminated (001) surface. (c) 

Dangling O2 bound to a Cu1 atom on the (110) surface with the Cu atom bound to two sulfur 

atoms. (d) Dangling O2 bound to the Cu2 atom on the (110) surface with the Cu atom bound to 

three sulfur atoms. 



www.manaraa.com

118 

 

E(ads) = E(*-O) – E(*) – ½ E(O2)                  for the dissociative mechanism. 

Surface / active site Mechanism E(ads) 

(001) Cu2 Dissociative O* adsorption 0.75 

(001) Cu1 Dissociative O* adsorption 1.52 

(110) Cu1 site Dissociative O* adsorption 1.03 

(110) Cu2 site Dissociative O* adsorption 0.62 

    

(001) Cu2 Associative O2 adsorption -0.26 

(001) Cu1 Associative O2 adsorption 0.42 

(110) Cu1 site Associative O2 adsorption -0.01 

(110) Cu2 site Associative O2 adsorption 0.52 

Table 7-2 Oxygen molecule adsorption energies on different sites 

Gibbs free energies were calculated as: ΔG = ΔE + ΔZPE – TΔS. We used a standard hydrogen 

electrode (SHE) at pH=0, p = 1 bar, and T = 298.15 K as a reference. The free energy of the 

electron (ΔG[e-]) and proton (ΔG[H+]) are replaced with ΔG[H2] + e U, where U is the external 

potential versus SHE. To bypass the poor DFT description of the O2 ground state molecule, the 

free energy of the di-oxygen molecule was calculated as  

ΔG[O2] = 4.92 eV + 2ΔG[H2O] - 2ΔG[H2] 

The overpotential for the associative mechanism was determined as 

OP = max(ΔG1, ΔG2, ΔG3, ΔG4) + 1.23 eV 

where ΔG1, ΔG2, ΔG3, and ΔG4 are the reaction free energies for steps (1), (2), (3), and (4) 

respectively. The overpotential for the dissociative mechanism was determined similarly as  

OP = max(ΔG5, ΔG6) + 1.23 eV 
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 Figure 7-2(a-d) illustrates the geometry and energy of adsorbed O2 for the ORR intermediates 

on different surfaces of CuS NPls. Oxygen adsorption, the rate-determining step of ORR, was 

more promoted on Cu2 terminated (001) planes than on those with Cu1 atom termination or on 

(110) planes with mixed Cu1 and Cu2 termination. The relative energy profile of the ORR 

process on each CuS surface was calculated, as shown in Figure 7-3. The detailed calculated 

adsorption energies are provided in Table 7-2.  

For the (110) surfaces, the indicated adsorption energies correspond to the average value 

for Cu1 and Cu2 as active sites. The results show that adsorption of the oxygen molecule is 

preferred on the Cu2 site of the CuS (001) surface, with the lowest adsorption energy of -0.26 

eV. Thus, the O2 adsorption on Cu2 terminated (001) planes is exothermic. For the (110) surface, 

the computed adsorption energy of O2 on Cu1 atoms is -0.012 eV.  

Figure 7-3 Reaction free energy diagrams for Cu1 terminated (001) surfaces (red), Cu2 

terminated (001) surfaces (blue), and (110) surfaces (green). Both bridge-like and 

dangling O2 adsorption mechanisms were applied to each CuS surface, and the stable 

surfaces are presented after surface relaxation. The oxygen adsorption energy on (110) 

surfaces was calculated separately on both Cu1 and Cu2 atoms. 
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In all other cases of associative or dissociative mechanisms, the first adsorption step is 

energetically unfavorable, with positive ΔEabs. The step energies and overpotential for ORR 

associative and dissociative mechanisms are presented in Table 7-3. Compared with the (001)-

Cu1 termination and side surfaces with mixed Cu1 and Cu2 sites, the overpotential for the 

associative mechanism at the (001)-Cu2 termination is found to be ~0.55 eV, in good agreement 

with the experiments. And the overall electrochemical process at Cu2 sites is more easily 

initiated. Therefore, DFT results support the conclusion that CuS NPls, particularly Cu2 

terminated (001) planes, have an excellent potential for ORR.  

7.5 Conclusion 

DFT calculations show that the electrochemical activity for covellite CuS NPls is anisotropic and 

highly facet-dependent, which is consistent with experimental observations. A four-electron 

associative mechanism of ORR is found to be the most favorable mechanism for the most 

reactive surface termination. The basal planes, in particular the Cu2 terminated (001) planes, 

possess lowest overall O2 adsorption energy and thereby are more favorable to initiate ORR. 

 (001) 

Cu2 

(001) 

Cu1 
(110) Cu1 site (110) Cu2 site 

1. O2 + * (site) + H+ + e- = HOO* -0.68 -0.10 -0.28 -0.48 

2. HOO* + H+ + e- = H2O + O* -0.92 -0.84 -1.14 -1.36 

3. O* + H+ + e- = HO* -2.17 -1.70 -2.19 -1.88 

4. HO* + H+ + e- = H2O + * -1.15 -2.29 -1.31 -1.20 

5. ½ O2 + * (site) + H+ + e- = HO* -1.31 -0.17 -1.16 -1.26 

6. HO* + H+ + e- = H2O + * -1.15 -2.29 -1.31 -1.20 

     

Overpotential of associative 

mechanism 
0.55 1.14 0.95 0.75 

Overpotential of dissociative 

mechanism 
0.08 1.06 0.08 0.02 

Table 7-3 Step energy and overpotential for ORR associative and dissociative mechanisms. 
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Although the overall ORR performance of the CuS NPls does not yet match that of precious 

metal catalysts, we believe that our results provide new insights into facet-sensitive 

electrochemical reactions of 2D TMS nanomaterials, with well-defined morphologies, for 

electrochemical applications.  
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Chapter 8 Summary and Outlook 

8.1 Conclusions 

In this research work we focused on developing methods for the determination of carrier 

mobility in periodic crystalline systems with minimal approximations. Within Marcus-Holstein 

localized quasi-diabatic two-states model of polaron, our development that makes it possible to 

evaluate the atomistic parameters electronic coupling VAB and the activation barrier ΔG by first-

principles methods offers an effective way to estimate of the macroscopic conductivity. In the 

second chapter we reported a new implementation of the method, based on the corresponding 

orbital transformation. 253 We carefully segregated the plane-waves and pseudopotentials based 

total energy term in CP2K into the one-electron, and two-electron energy contributions, which 

are needed for the evaluation of the off-diagonal term HAB. We showed results for prototypical 

photocatalysts viz., bulk hematite Fe2O3, bulk titanium dioxide TiO2, and bulk bismuth vanadate 

BiVO4, etc., that highlight the capability of the new module that is embedded in the CP2K code. 

This new capability allows the complete characterization of electron transfer in the solid state 

with CP2K. Taking any localized single determinant wavefunction of the system from HF, DFT, 

hybrid DFT, DFT+U, or cDFT theory we can calculate VAB with a cost of one single iteration of 

an HF calculation. Object-oriented programming framework of CP2K allows to re-use several of 

the high-performance computing routines.  

In the next chapter we showed how the ‘maximal orbital analysis’ method MOA is 

implemented for periodic solid-state calculations. MOA is a wavefunction characterization 

method that guarantees a maximal projection onto the atomic basis sets. This is a efficient 

measure of the electron population overlap between atoms or atomic fragments of interest. It can 

help in deciphering the mechanism of superexchange using an orbital picture.  Test cases were 
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presented for bulk rutile TiO2, bulk Fe2O3 and a model system of 1D chain of iron (ferric) units. 

Excess electron orbital is successfully isolated in case of TiO2 which gives a perfect underlying 

picture of charge distribution during ET with well-chosen atomic fragments. Many such systems 

can benefit from a quick analysis with MAO that captures overlap. It can be a very good metric 

to assess efficacy of ET among an array of test compounds.  

In chapter four we show that metadynamics with collective coordinates defined to 

represent the bond elongation and compressions associated with a polaron transfer mechanism 

can accelerate hopping events. The methodology shows promise in estimating the activation 

barrier directly with short trajectories, and without any approximation beyond DFT. The only 

pitfall in this method is the need for a careful choice of hyperparameters, the biasing gaussian 

height, width and deposition rate. We found that the potential energy basins should not be 

flooded with the frequent deposition of biasing gaussian potentials and at the same time the 

gaussians being added should be narrow enough to not bring down the transition region. This is a 

conflicting objective and we believe that the parameters ‘tuned’ in our work for bulk TiO2 may 

be a good starting point for other metal oxide semiconductors, as they exhibit similar vibrational 

density of states. Another issue we highlighted here is the need for an adaptive self-learning bias 

to stop adding bias over time and smoothly converge the free energy surface.  

In the next chapter we tried to isolate the breathing mode involved in electron transfer 

using the vibrational spectrum of the atomic fragments involved in transfer. For this purpose, we 

evaluated the compressed sensing methodology against Fast Fourier Transform. Compressed 

sensing captures a sparse signal and our objective is to extract as many peaks as possible in the 

vibrational spectrum from as short as possible molecular dynamics trajectory. When compared to 

application of Fourier transform compressed sensing is not significantly better, as was the case 
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for molecules presented in Andrade et al. 15 There are huge number of coupled lattice vibrations 

in bulk systems that deter this method to be as effective as in the case of small molecules 

wherein peaks are a few and well separated.  

In chapter 6 we discussed how Machine learning methods have gained dominance in 

materials discovery and design. ML models are as good as the training data and descriptors that 

are representative of the functionality we want to predict. We found good correlation between 

the electron excitation energy, ionic radius, cation-anion bond energies, cation-anion bond 

length, etc., and the overall transport behavior. Further work in this direction requires generation 

and curation of transport data to actively improve the model. Several tools such as atomate, and 

pymatgen interfaces offer a readymade solution to manage a high throughput setup. 254, 255 

In the next chapter we evaluated the electrochemical activity of covellite CuS 

nanoplatelets toward oxygen reduction (ORR) based on DFT calculations. We showed that 

anisotropy and facet-dependence in this system, features that agree with experimental 

observations. Cu2-type (001) basal plane terminations are the most reactive surface terminations. 

These planes possess lowest overall O2 adsorption energy and thereby are more favorable to 

initiate ORR. A four-electron associative mechanism of ORR is found to be the most favorable 

mechanism for this surface. By combining experimental and computational methods we get a 

quantitative description of chemical processes at the solid-liquid interface. Facet-sensitive 

electrochemical reactions of 2D TMS nanomaterials, with well-defined morphologies are 

described in our work and this goes further in the design of new catalysts with similar ligands. 

8.2 Outlook 

In less than a decade in-silico materials discovery has reached new heights with the availability 

of new generation computers, community developed open source software tools and the 
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emergence of machine learning as a powerful predictive tool. Open science is instrumental in 

promoting transparency in scientific investigations, making data accessible and reusable. Now 

the focus is on extending the current descriptions to explain new chemistries and increasing 

familiarity to existing methods. Electron Transfer theory has spawned a wide variety of sub-

topics with active research into high impact applications. Whether it is semiconductor 

photocatalysts or photo-redox reactions in molecules, Marcus theory has established a thorough 

atomistic description. When we incorporate these finer details into our base calculations then we 

can enrich the predictive power of our machine learning models.  
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